System Identification of FIR Filters
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ABSTRACT: Identification of Finite Impulse Response (FIR) filters refer to finding out the coefficients also known as the weights of its transfer function. Adaptive filtering using Least Mean Square (LMS) Algorithm is used to find the estimated weights of the transfer function, using ATMEGA16 processor. This method can be used to find the coefficients of complex resistive circuits. This is done by constantly comparing the FIR system with Adaptive filter until the difference signal is zero, both the systems are fed with same input signals.
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1. Introduction

System Identification is the process of determining the attributes of the system by repetitive experimentation. Here, the system to be examined is a Finite Impulse Response (FIR) filter. If the Impulse response of a system is having finite number of coefficients such a system is called finite impulse response filter. A network consisting of only resistive components can be considered as a FIR filter having only one coefficient in its impulse response. The idea is to provide a linear model to the unknown system using adaptive filter that represents the best possible representation to the system to be identified, i.e., find the approximate weights of response \( h[k] \) of that particular system to impulse input[1-3]. Figure 1 shows block diagram of simple identification of system using LMS.

\[
\begin{align*}
    d[n] & : \text{Output of the system } H \text{ for input signal } x[n] \\
    y[n] & : \text{Output of the Adaptive filter} \\
    e[n] & : \text{error function}
\end{align*}
\]

Figure 1: Generalized Block diagram of LMS algorithm used for System Identification

2. Related Work

In [1], the author presented an identification of a system using stochastic gradient algorithm, which is known as least mean square algorithm. These filters are implemented using Digital Signal Processing (DSP), for increasing performance these are implemented using ASICs or FPGA. The main logic here is taking gradient descent for estimating a time varying signal. This will find min value and by way of taking increasing steps in negative direction of gradient. It is done in order to reduce error signal value.

Basically, using these two equations the unknown system is identified using LMS algorithm.

\[
e(n) = d(n) - y(n)
\]  

\[
c(n + 1) = c(n) + \mu e(n), x(n)
\]

where \( \mu \) is the main parameter which decides the efficiency of the adaptive output signal. We should make sure to keep it to desired value so that it will converge properly. The main reason for using LMS algorithm is that it is comparatively very simple to implement in both hardware as well software as it is computationally simple and efficiently uses memory.

In [2], author proposed comparative analysis of three commonly used adaptive filtering algorithms in System identification is they are Least Mean Square (LMS), Recursive Least Square (RLS) and normalized least mean square (NLMS) algorithms. LMS is computationally simple than the other two, NLMS is its normalized form and RLS is a complex but efficient algorithm.
The LMS adaptive filter updating equations are similar to the above paper, in NLMS the major challenge in finding the appropriate value of the step size is overcome by normalizing the input and its updating equation is as shown,

\[ c(n + 1) = c(n) + \left( \frac{\mu}{|x(n)|} \right) e(n) x(n) \]  

(3)

The RLS is a recursive algorithm which has good convergence but computationally complex moreover, it requires predefined conditions and information to update the estimation.

In [3], the author has presented the LMS algorithm which is improved by an approach called LMS-GA. The genetic searching methodology is integrated with LMS algorithm to speed the process and reduce time in this algorithm. This algorithm also preserves the simplicity of LMS algorithm, has fewer computation and has fast convergence rate. The LMS-GA algorithm out performs the basic LMS algorithm.

In [4], the author has presented a method to overcome the problem of decrease in performance when signal to interference ratio (SIR) is low this overcomes by the use of varying step size in Least mean square method. It provides a different non-linear relationship between step factor and error of adaptive system. The relationship is written as represented in eq. (4). This algorithm is not sensitive to interference and has better performance when compared to the commonly used LMS algorithm when the SNR is less.

\[ \mu(n) = \beta \left( \frac{1}{1+ \exp(-|x(n)|)} - 0.5 \right) \]  

(4)

In [5], the author has proposed an adaptive filtering method when the system is scattered. This method applies l1 relaxation, to enhance LMS type adaptive filters performances two new algorithms are introduced, they are the zero-attracting least mean square (ZA-LMS) and the reweighted zero-attracting least mean square (RZA-LMS). By combining a l1 norm penalty in the coefficients into the quadratic Least mean square cost function ZA-LMS can be obtained. To better the filtering ability further RZA-LMS is designed utilizing a re-weighted ZA, numerically RZA-LMS’s performance is better than ZA-LMS. Both algorithms are compared in performance with the typical LMS algorithm which results in improved ZA-LMS and RA-LMS in comparison to the typical LMS both in steady-state performance and transient performance when the system is scattered, it also shows the reduced MSE from ZA-LMS algorithm.

In [6], the author has presented LMS algorithm with variable step size along with a functional relationship between the difference signal and step-size which is nonlinear in nature. A hop parameter (an) is used in this algorithm to remove the disturbances of independent noise by varying the step-size. This algorithm also presents a similar method that is based on the Sigmoid function (SVSLMS) whose size of step is high although the difference signal is approximately to zero. The system formula of SVSLMS algorithm is represented in eq. (5).

\[ \mu(n) = \beta \left( \frac{1}{1+ \exp(a e(n))} * 0.5 \right) \]  

(5)

The simulation results run on a Computer confirms that the method is better compared to the previous algorithms in performance, the convergence properties are better at the beginning of adaptation while establishing very less eventual miss-adjustment.

In [7], the author has proposed two new versatile adaptive calculation methods, in particular Prominent subspace least mean square (PS-LMS) and PS-LMS+. This helps for quicker estimation of unknown models, which are scattered in transfer domain. PS-LMS calculations are valuable for quick recognizable proof of varying unknown systems and furthermore enhances the union speed of standard Least mean square calculation if the system to be found is scattered and has long impulse response. To decrease the error PS-LMS+ adaptive method was introduced as shown in Figure 2. Performances of PS-LMS and PS-LMS+ algorithms are compared with typical algorithms such as LMS, RLS, PN-LMS, \( \mu \)-law PN-LMS adaptive methods by conducting experiments. The outcome furnishes a quicker speed of convergence with compromise of marginally higher computational intricacy compared to typical LMS algorithm.

In [8], the author has explained NLMS (normalized least mean square) algorithm whose behaviour is same as that of Least mean square-SAS algorithm. In NLMS algorithm the gradient estimation error is used, which will be present in normal adaptive process, this acts as perturbing noise. NLMS algorithm is easy and simple, which increases the computational speed in comparison to LMS algorithm which has comparatively small step size. In LMS-SAS Edmonson uses estimated gradient vector for finding perturbing noise. Author has shown that NLMS is better when compared to LMS-SAS algorithm. And
efficiency is greater compare to GLMS algorithm because it does not require any cooling schedule.

In [9], the author has compared different methods to find the unknown system and other distinct PI controllers are developed to identify response of system. To identify the existence of different model parameters several system identification models are utilized and accuracy of the model is most vital step to design efficiently. The states of the linear system can be estimated using the Kalman filter (KF), it comprises of two major steps first prediction step and then correction steps. Non-linearity in the state space model can be seen as a result of extension and Extended Kalman Filter (EKF) is used for this identification, which is shown in Figure 3. Parameters of the system and its internal states can be estimated efficiently using extended Kalman filter.

Nonlinear Autoregressive Exogenous Model (NARX) is a multi-layer recurrent perceptron neural system network, which can be utilized as a black-box identifying technique. Both parallel and series-parallel architecture can be seen in NARX. The simple block diagram is shown in Figure 4. The major benefit of this estimation method is that, it is not necessary to have information about the system to be found and it is effective for both linear and nonlinear systems. A high convergence rate can be obtained in all the other methods other than the LMS. The MSE comparison between LMS and NARX gives mid accuracy in comparison to RLS and EKF. Highest precision can be realized using EKF but this result in increase in cost and complexity.

In [10], the author has proposed a simple way of using adaptive IIR filter in system identification. The improved genetic search approach of Least Mean Square (LMS) algorithm that is Least Mean Square-Genetic Algorithm (LMS-GA) helps in searching the multi-model error surface of the IIR filter. This helps in avoiding local minima and in finding the optimal weight vector. Genetic Algorithm (GA) is an optimization approach used in applications of vast, nonlinear and potentially discrete systems. In GA, a population of strings called chromosomes which represent the candidate solutions to an optimization problem is evolved to a better population. GA as the maximization of fitness function is given by,

\[
F(t) = \frac{1}{1+|t(t)|} \quad (6)
\]

here the cost function to be minimized is represented as f(t). The cost function f(t) is taken as the Mean Square Error (MSE) in adaptive filtering which is given by

\[
f(t) = \frac{1}{n} \sum_{i=1}^{n} [d(n) - y_j(n)]^2 \quad (7)
\]

here \( t_e \) represents the size of window along which errors are accumulated and \( y_j(n) \) is the estimated output for the \( j \)th set of estimated parameters. Graph of MSE versus Iterations is shown in below Figure 5.

To understand parameters of the digital filters (FIR and IIR) and to minimize error signal the adaptive algorithms LMS and LMS-GA are adopted. The characteristics and the simplicity of the standard LMS learning algorithm can be preserved with comparatively fewer computations and fast convergence rate using LMS-GA algorithm [11-15].

3. Methodology

The methodology of the system is demonstrated in Figure 6. The unknown FIR system to be recognized and the adaptive system both are fed with the same input signal. For the input a White noise generator is used which generates white noise signal.
This is passed to a low pass filter to attenuate higher frequencies as the speed of the sampling in the ATMEGA16 is limited. Then, this signal clamped using a clamper circuit to eliminate negative components in the signal. Since the applied signal is Analog and the adaptive filter used is a digital filter, the input signal that is fed to the adaptive filter and the output from the unknown FIR filter must be passed through a Sample and hold circuit. Both the sampling processes should be triggered simultaneously. The output from both the FIR system and the adaptive filter is compared to obtain the difference signal. This difference signal is used for further calculations. This error signal is used to update the adaptive filter coefficients. This process continues until the difference between the signals is negligible. The entire process of the LMS algorithm is implemented in the ATMEGA16 processor. Then the output coefficients i.e., the impulse response coefficients of the FIR filter are displayed on the screen using Putty.

3.1 ATMEGA16 Interconnection

Microcontroller is the most important component of this system. Here, we have used ATMEGA16 as our microcontroller and its interconnections and pins used for this system are shown in Figure 7.

3.2 Work contribution and Working of LMS Algorithm

As discussed earlier the adaptive filtering algorithm adopted is LMS. The working of LMS code in the ATMEGA16 is as shown in the flowchart Figure 8. The steps involved are:

- Read the values, one from the input given to the unknown system into the ADC channel0 and store it in the variable d.
- Assume $A[i]=x[i]$, where $a[i]$ as the input to adaptive filter.
- Find the adaptive filter output ‘y’ using formula in (8)
  \[
  y = y + (A[i] * W[i])
  \] (8)
- Calculate error using (9) and update the coefficients of the filter using (10).
  \[
  e[n] = d[n] - y[n]
  \] (9)
  \[
  W[n + 1] = W[k] + (\mu * x[n] * e[n])
  \] (10)
- Check if error is less than 0.001, if yes display the coefficients of the unknown undefined system.
and stops the method else repeat the similar process until the condition is satisfied.

Figure 8: Flowchart of LMS Algorithm

4. Results

The FIR circuit is tested with resistive circuit. The output obtained was reduced to half. This half value will be the filter coefficient (weights). Below shows the Figure 9 of simple FIR resistive circuit with same resistor value.

Figure 9: Series Resistive Circuit with same resistor value

Using puTTy the output was read from TTL converter. The weighted value is approximately equal to 0.5 is as shown in Figure 10.

Figure 10: Result of Series same Resistive Circuit

Figure 11: Series Resistive Circuit with different resistor value

Figure 12: Result of Series Different Resistive Circuit

To understand parameters of the digital filters (FIR and IIR) and to minimize error signal the adaptive algorithms LMS and LMS-GA are adopted. The characteristics and the simplicity of the standard LMS learning algorithm can be preserved with comparatively fewer computations and fast convergence rate using LMS-GA algorithm. The model is also determined for different FIR circuit and verified for accurate results. Figure 11 shows the two resistive circuit having different value. LMS adaptive filtering algorithm is implemented but it is not most accurate. In order to overcome this, different adaptive techniques of filtering can be realized. NLMS algorithm in which the input is normalized, LMS-GA which uses a genetic search approach, LMS with varying step size and other such algorithms have been developed. The obtained
results were approximately equal to 0.76 as shown in Figure 12. For more accurate results we need to use RLS. But RLS is computationally complex and the estimate is more accurate to the unknown system. The performance comparison of LMS, NLMS and RLS is tabulated in Table 1.

Table 1: Performance Comparison of LMS, NLMS & RLS Algorithms

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>MSE</th>
<th>Complexity</th>
<th>Stability</th>
</tr>
</thead>
<tbody>
<tr>
<td>LMS</td>
<td>1.5*10^-2</td>
<td>2N+1</td>
<td>Less Stable</td>
</tr>
<tr>
<td>NLMS</td>
<td>9.0*10^-3</td>
<td>3N+1</td>
<td>Stable</td>
</tr>
<tr>
<td>RLS</td>
<td>6.2*10^-3</td>
<td>4N2</td>
<td>More Stable</td>
</tr>
</tbody>
</table>

N : Order of the Filter

5. Conclusion

The Adaptive scheme is used to understand the FIR filters parameters, which is the weights of unknown undefined system. There are many adaptive techniques which are realized to determine the unknown function. The simpler way for understanding and configurable for hardware and software is LMS algorithm. But for higher input accuracy and performance is very hard to predict. In order to overcome this problem many other algorithms are used such as NLMS, RLS, LMS-GA. Hence the choice of algorithm can be made based on the application, for example for an application involving the estimate to be highly accurate with cost and computationally complexity not being an issue RLS algorithm can be used, but for applications where approximate result is sufficient keeping the complexity simple then LMS algorithm is preferred. Therefore, for laboratory application where the accuracy is not an issue but requires simplicity in the LMS algorithm is used.
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