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ABSTRACT: This paper outlines a method for obtaining the optimal control policy for an autonomous vehicle approaching a traffic signal head. It is assumed that traffic signal phase and timing information can be made available to the autonomous vehicle as the vehicle approaches the traffic signal. Constraints on the vehicle’s speed and acceleration are considered and a microscopic fuel consumption model is considered. The objective is to minimize a weighted sum of the travel time and the fuel consumption. The problem is solved using the Deep Deterministic Policy Gradient algorithm under the reinforcement learning framework. First, the vehicle model, system constraints, and fuel consumption model are translated to the reinforcement learning framework, and the reward function is designed to guide the agent away from the system constraints and towards the optimum as defined by the objective function. The agent is then trained for different relative weights on the travel time and the fuel consumption, and the results are presented. Several considerations for deploying such reinforcement learning-based agents are also discussed.
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1. Introduction

Connected and autonomous vehicle (CAV) technology is increasingly being considered in research and development and is already being assimilated into real-world transport systems due to potential benefits in traffic throughput and energy consumption management [1, 2]. In connected vehicles (CVs), real-time information about the environment, including other road users and traffic signals is made available to the vehicle’s operator through vehicle-to-vehicle (V2V) and vehicle-to-infrastructure (V2I) communication. Environment information may also be directly sensed, but can be limited to the immediate vicinity of vehicles and may require high processing power. In autonomous vehicles (AVs), the driver is not in the loop. Hence, there is a great chance of efficient use of shared or sensed information and the diminution of human errors.

In this paper, our focus is on the utilization of the reinforcement learning (RL) framework for solving the eco-driving problem of an AV approaching a signalized intersection. As a vehicle enters within some range of a traffic signal, using V2X communication, it receives the traffic signal phase and timing (SPaT) information. The vehicle then seeks to minimize energy consumption as it approaches the signalized intersection. As shown in literature, the eco-driving problem can be approximately solved by regulating advisory speed limits which, if followed, will minimize engine idle time as the vehicle approaches the traffic stop [3, 4, 5]. The problem can also be formulated as an optimal control problem that deals with finding a control policy to minimize a specified objective function [6, 7, 8].

Traditional methods for solving optimal control problems are based on the calculus of variations and the Pontryagin minimum principle to identify necessary conditions for optimal controls. Then, iterative numerical techniques are used to solve the two-point boundary-value problem to find the optimal controls [9]. In general, the eco-driving optimization problem is non-convex due to the nature of the traffic light constraints. Due to the complexity of fuel consumption models, the eco-driving optimization problem can be formulated to indirectly minimize the energy through other performance metrics, such as the acceleration [7]. In [10] it is shown that such alternatives may not yield a true energy optimum. Assuming the model of the problem is known, dynamic programming can also be used to simplify the problem into simpler, nested sub-problems, and then recursively solve the sub-problems [11, 12]. Generally, real-world vehicle systems are non-linear and highly complex. The RL framework provides a model-free approach to optimal control.

In RL, an agent interacts with its environment, observes the state of the environment, takes an action that may change
the state, and observes the new state. Some supervisory signal is provided to the agent in the form of a reward to guide it towards the desired goal [13]. The agent exploits the knowledge from its exploration in making informed decisions. Using this framework, control policies with acceptable levels of optimality can be obtained even with system constraints, provided that a proper reward structure is designed. When the states of the system are not entirely known, or the representation of the states in a table is prohibitively cumbersome, a function approximator may further be employed to augment learning as the agent explores. Given a mapping of a set of inputs to some outputs, assuming that there is an unknown underlying function that consistently maps the inputs to outputs, a function approximator seeks to approximate this function. If the function to be estimated is continuous, the universal approximation theorem [14] provides a basis for the estimation of such a function using a weighted sum of non-linear functions. Artificial neural networks are a typical class of such a weighted sum. Thus, using a supervised-learning framework, the value function can be approximated. In traditional supervised machine learning, a neural network is presented with a data set and some supervisory labels to guide the learning process. In training, the neural network adjusts its weights based on the deviation of its prediction from the true value as measured by a loss function. The loss is regarded as a measure of how close the prediction is to the true value and is minimized by adjusting the weights in the network. This process continues until an acceptable set of weights is achieved [15]. When a machine learning network has multiple layers, it is referred to as a deep-learning network [16]. The fusion of deep learning and RL is generally referred to as deep RL [17] and has inspired many successful artificial intelligent systems [18].

In this paper, we consider a direct fuel minimization problem, and propose a deep RL framework for solving it. For the eco-driving problem, we are concerned with the vehicle energy optimization as it approaches a signalized intersection, given the traffic signal phase information. In contrast to existing works, we do not assume any structure of the solution, discretize the action set, or indirectly minimize the fuel consumption, but attempt to tackle the eco-driving problem without the aforementioned simplification [19, 20, 21]. In addition, only the current signal information is available and future SPaT is unknown to autonomous vehicles. The problem is solved based on deep neural networks in the RL framework.

2. Problem Formulation

The task is to optimally control an autonomous vehicle approaching a signalized intersection. At time \( t_0 \), the vehicle starts at a point \( x_0 = 0 \) with an initial speed \( v_0 \). The traffic signal head is \( l \) meters away from the vehicle. The eco-driving problem is illustrated in Fig. 1.

2.1. System Model

To simplify the model, let us approximate the vehicle by a unit point mass that can be accelerated by using the throttle or decelerated by using the brake. The dynamics of the vehicle are modeled by a double integrator given by

\[
\begin{bmatrix}
  x(t) \\
  v(t)
\end{bmatrix} = \begin{bmatrix}
  0 & 1 \\
  0 & 0
\end{bmatrix} \begin{bmatrix}
  x(t) \\
  v(t)
\end{bmatrix} + \begin{bmatrix}
  0 \\
  1
\end{bmatrix} u(t)
\]

(1)

where \( x(t) \) and \( v(t) \) are the position and velocity, respectively.

2.2. Constraints

The next step is to define the physical constraints on the state and control values. For the state constraints, if \( t_0 \) is the starting time, and \( t_f \) is the time of arrival at the traffic signal head, then clearly,

\[
\begin{bmatrix}
  x(t_0) \\
  v(t_0)
\end{bmatrix} = \begin{bmatrix}
  0 \\
  0
\end{bmatrix}
\]

(2)

and

\[ x(t_f) = l. \]

(3)

If we assume that the vehicle does not back up, then additional constraints

\[
0 \leq x(t) \leq l,
\]

\[
0 \leq v_{min} \leq v(t) \leq v_{max}
\]

are also imposed, where \( v_{max} \) is the road speed limit or the physical velocity constraint of the vehicle. With \( v_{min} \), the vehicle can be constrained not to come to a full stop, and can be adjusted to decrease queue-length build-up. The acceleration is constrained by the engine capacity of the vehicle, and the maximum deceleration is limited by the braking system parameters. If the maximum acceleration is \( u_{max} > 0 \) and the maximum deceleration is \( u_{min} < 0 \), then the controls must satisfy

\[
u_{min} \leq u(t) \leq u_{max}. \]

(4)

The traffic light signal at the intersection switches between the green light and the red light consecutively, and is represented by a rectangular pulse signal

\[
f(t) = \begin{cases} 1 & \text{for } t \in T_G \\ 0 & \text{for } t \in T_R \end{cases}
\]

where \( T_G \) are \( T_R \) are the time intervals in which the traffic signal is green and red, respectively. The vehicle can only cross the intersection during the green interval, that is, \( t_f \in T_G \).

![Figure 1: The eco-driving problem of a single vehicle approaching a signalized intersection](image)
2.3. Objective function

The objective function to be minimized includes a term for the duration of travel and a fuel consumption term. The following fuel consumption model is derived from the estimation in [22], with an additional assumption of fuel consumption during deceleration:

\[
\dot{m}_f = \begin{cases} 
  m_a + m_p u(t), & u(t) \geq 0, \\
  a_0, & u(t) < 0,
\end{cases}
\]

where

\[
m_a = a_0 + a_1 v(t) + a_2 v(t)^2 + a_3 v(t)^3
\]

and \(a_0, a_1, a_2, a_3, a_0' \) and \(a_1' \) are approximated through a curve fitting process. The performance measure is given by

\[
\int = \min_{u(t)} \rho_1 (t_f - t_0) + \rho_c \int_{t_0}^{t_f} m_f dt
\]

where \(\rho_1\) and \(\rho_c\) are two weight parameters. When \(\rho_c = 0\), it is a minimum time problem; when \(\rho_1 = 0\), it is a minimum energy problem.

3. Reinforcement Learning Approach

3.1. Brief Review of Reinforcement Learning

The schematic of the RL framework is depicted in Fig. 2. RL involves the interaction between an agent and environment. At each time step, the agent observes some state, \(s\) of the environment from the set of states \(\mathcal{S}\), and on that basis selects an action, \(a\) from the set of actions \(\mathcal{A}\), according to a policy \(\pi(s)\). After one step, in part as a consequence of performing its action, the environment transitions to a new state, \(s'\). The action also fetches the agent an immediate reward, \(r(s, a)\) from the set of rewards \(\mathcal{R}\).

The action-value function or Q-value function \(Q(s, a)\) maps each state-action pair to a value that represents the expected total long-term reward starting from the given state \(s\), taking action \(a\), and following the policy \(\pi(s)\) onwards. The Q-learning algorithm is a value-based RL algorithm that tries to learn the Q-value function [23]. For any given state \(s\) observed by a Q-learner, the policy \(\pi(s)\) selects the action that maximizes the action-value function \(Q(s, a)\):

\[
\pi(s) = \arg \max_a Q(s, a).
\]

The Q-value function is mostly estimated using the recursive Bellman equation [24]

\[
Q(s, a) \leftarrow (1 - \eta)Q(s, a) + \eta \left[ r(s, a) + \gamma \max_{a'} Q(s', a') \right].
\]

The learning rate \(\eta\) determines to what extent the new information overrides the old while the discount factor \(\gamma\) helps to discount the future rewards in the current consideration.

The deep Q-network (DQN) learner is a Q-learner with a function approximator \(- Q(s, a|\phi)\), parameterized by \(\phi\). DQN is applicable to environments with continuous states, but the action set is discrete. For stable training, a set of previous experiences, \(e = (s, a, r, s')\) is sampled from an experience replay buffer of size \(\mathcal{D}\) according to a specified mini-batch size \(\mathcal{B}\) and fed into the neural network [25]. The DQN-learner has its number of inputs and outputs equal to the size of the state vector and discrete action space, respectively. Because every training step updates the weights, and by extension, the Q-values of entire state-action pairs, a target network is created to keep the weights constant until after \(n_t\) steps. Let the target network be parameterized by \(\phi_t\). The target network is updated according to

\[
\phi_t \leftarrow \tau \phi + (1 - \tau)\phi_t
\]

for some \(\tau \ll 1\) [26].

When the number of possible actions is infinitely large, such as in continuous action space, it becomes difficult to calculate the Q-values for actions and compare all of them. It is also computationally intensive to solve \(\max_a Q(s, a)\) at every decision step. The Deep Deterministic Policy Gradient (DDPG) approach was introduced to solve this problem and extend Q-learning to environments with continuous action spaces [26]. DDPG combines both deep Q-learning and deep policy gradients (PG) approaches by concurrently learning a Q-function and a policy. The PG approach to RL was originally proposed in [24] to handle discontinuities in the value function approximation that impact convergence assurances. The deep PG method aims to model and optimize the policy \(\pi(s|\theta)\) directly using an actor-critic model: the critic updates the value function parameters \(\phi\) for \(Q(s, a|\phi)\) and the actor updates the policy parameters \(\theta\) for \(\pi(s|\theta)\), guided by the critic. As with critic networks, an actor target network \(\pi(s|\theta_t)\), parameterized by \(\theta_t\) – is also employed to ensure the stability of the optimization. DDPG models the policy as a deterministic decision \(\mu(s|\theta)\), rather than a probability distribution over actions \(\pi(s|\theta)\) [27].

The critic network has an input layer size equal to the addition of the sizes of the observation vector and the action, and a single output to represent the action-value function mapping. The actor network has an input layer size equal to the size of the observation vector \(s\), and an output layer equal to the size of the action to represent the policy [17]. Mini-batch sampling from experience replay buffer and soft target updates are also extended to the actor network. Being
an off-policy approach, DDPG does not require full trajectories and can generate samples by following a behavior policy different from the target policy $\mu(s|\theta)$. Noise $\mathcal{Z}$ is added to actions for expansive exploration during training, with variance $\sigma^2\mathcal{Z}$ and variance decay $\zeta^2\mathcal{Z}$. The noise added is typically uncorrelated, and zero-mean Gaussian.

3.2. Reinforcement Learning Approach to Eco-driving Problems

To implement RL algorithms in a digital computer numerically, the system differential equation must be discretized. The acceleration $u(t)$ is generated by a digital computer followed by a zero-order holder (ZOH), then $u(t)$ will be piece-wise constant. Let $h$ be a very small sampling period, and

$$u(t) = u(nh) \triangleq a(n)$$

for $nh \leq t < (n + 1)h$. The acceleration changes values only at discrete-time instants. For this input, where

$$\xi(n) = x(nh)$$

and

$$v(n) = v(nh),$$

the discrete-time model becomes

$$\begin{bmatrix} \xi(n+1) \\ v(n+1) \end{bmatrix} = \begin{bmatrix} 1 & h \\ 0 & 1 \end{bmatrix} \begin{bmatrix} \xi(n) \\ v(n) \end{bmatrix} + \begin{bmatrix} \frac{\zeta^2}{h^2} \\ 0 \end{bmatrix} a(n).$$

In the following paragraphs, we will define the sets of states, actions, and rewards ($\mathcal{S}$, $\mathcal{A}$ and $\mathcal{R}$).

3.2.1. State Set $\mathcal{S}$

The agent is placed in the vehicle. The agent observes the traffic signal, $f(t)$, the position $x(t)$ and the velocity $v(t)$ at each sampling instance $nh$. The observation vector at the time instant $t = nh$ is thus the augmented state vector

$$s_n = \begin{bmatrix} \xi(n) \\ v(n) \\ f(nh) \end{bmatrix} \in \mathcal{S}$$

(10)

that includes the traffic signal and the instant at which the traffic signal is observed, and $\mathcal{S}$ is the set of all states. The initial state is $[0 \ v(0) \ f(0) \ 0]^T$. A state $s_n$ is a terminal state whenever $v(n) \leq v_{\text{min}}$, or $v(n) \geq v_{\text{max}}$, or

$$\xi(n) \geq l.$$ 

We let $\mathcal{S}_T \subset \mathcal{S}$ denote the set of terminal states. After a terminal state, the agent resets to the initial state.

3.2.2. Action Set $\mathcal{A}$

It is assumed that the admissible acceleration at any step, $a(n)$, is constrained to a closed interval

$$\mathcal{A} = [u_{\text{min}} \ u_{\text{max}}].$$

At each time instant $nh$, the agent selects an action

$$a(n) = \mu(s_n|\theta) \in \mathcal{A}.$$ 

The goal is to find the optimal $\mu^*(s_n|\theta)$ at each instant $n$ based on the environment state $s_n$.

3.2.3. Reward Set $\mathcal{R}$

To design the reward system to minimize time and fuel consumption, events of success and failure are defined. In the context of the problem, success is only achieved by the agent once it crosses the traffic signal within the green time interval and all constraints are satisfied from the beginning to the end. Failure occurs when the system constraints are violated. Once success or failure is encountered, the state is a terminal state and exploration stops. For the eco-driving problem formulated in Section 2, the long-term reward can be expressed as

$$J_r = - \sum_{n=0}^{N} [\rho_l h + \rho_f h \ M_n]$$

where $N$ is such that $s_N \in \mathcal{S}_T$ and

$$M_n = \frac{1}{h} \int_{nh}^{(n+1)h} m_f dt.$$ 

The term

$$M_n = a_0 + \max \left\{ \text{sgn}(a(n)) \cdot 0 \right\}$$

$$a_1 \psi_1 + a_2 \psi_2 + a_3 \psi_3 + (\beta_0 + \beta_1 \psi_1 + \beta_2 \psi_2) a(n))$$

where

$$\psi_1(v(n), a(n), h) = v(n) + \frac{a(n)h}{2},$$

$$\psi_2(v(n), a(n), h) = v(n)^2 + v(n)a(n) + \frac{a(n)^2h^2}{3},$$

$$\psi_3(v(n), a(n), h) = v(n)^3 + v(n)a(n)^2h^2 + \frac{3v(n)^2a(n)h}{2} + \frac{a(n)^3h^3}{4}.$$ 

The reward function has three components:

$$R(n) = r_1(n) + r_2(n) + r_3(n)$$

where

$$r_1(n) = -\rho_l h - \rho_f h \ M_n,$$

$$r_2(n) = \begin{cases} 0 & \text{if } v_{\text{min}} \leq v(n) \leq v_{\text{max}}, \\
-\beta_2 & \text{otherwise,} \end{cases}$$

$$r_3(n) = \begin{cases} -\beta_3 & \text{if } f(N) = 0, \\
0 & \text{otherwise.} \end{cases}$$

The first component is related to the objective function. If all constraints are satisfied from the beginning to the end, $R(n) = J_r$. The second component is related to the velocity constraint. If it is violated, a penalty $p_2 > 0$ is given. The third constant is related to the traffic signal constraint. If it is violated, a large penalty $p_3 > 0$ is given. The actions leading to constraint violations are thus discouraged. To guide the agent to a true optimum, and avoid getting stuck in local optima when the state constraints are violated, we ensure $-p_2 \ll -p_3 \ll J_r$. The discrete reward signals help avoid undesirable states, while the continuous reward signal provides a smooth manifold for improving convergence.
4. DDPG Algorithm

The algorithm applied here is based on the DDPG algorithm. We refer the interested reader to [26] for a comprehensive explanation of the DDPG algorithm. The pseudo-code applied to solve the eco-driving problem is outlined in Algorithm 1.

Algorithm 1: Deep Deterministic Policy Gradient

Randomly initialize $Q(s, a|\phi)$ and $\mu(s|\theta)$ with weights $\phi$ and $\theta$;
Set target networks $Q(s, a|\phi_t)$ and $\mu(s|\theta_t)$ with weights: $\phi_t \leftarrow \phi$ and $\theta_t \leftarrow \theta$;
Initialize experience buffer;
repeat
  Initialize a random process $Z$ for action exploration;
  Receive initial observation state $s$;
  repeat
    Select action $a = \mu(s|\theta) + Z$;
    Execute $a$ and observe both reward $r$ and new state $s'$;
    If $s'$ is a terminal state ($s' \in S_T$), reset environment to initial state;
    Set $d_T = 0$ if $s'$ is a terminal state, else $d_T = 1$;
    Store experience $e = (s, a, r, s', d_T)$;
    if number of stored experiences in buffer $D \geq$ mini-batch size $B$ then
      Sample a random set of $B$ experiences from replay buffer;
      Set $y = r + \gamma(d_T)Q(s', \mu(s'|\theta))$;
      Update critic by minimizing loss $L$;
      $L = \frac{1}{B} \sum_{e \in \mathcal{B}} (y - Q(s, a|\phi))^2$;
      Update actor network to maximize $J = Q(s, \mu(s|\theta)|\phi)$ by gradient $\nabla_\theta J$;
      $\nabla_\theta J \approx \frac{1}{B} \sum_{e \in \mathcal{B}} \left( \nabla_\theta Q(s, \mu(s|\theta)|\phi) \right)$;
    end
    Update target networks:
    $\phi_t \leftarrow \tau \phi + (1 - \tau) \phi_t$ and
    $\theta_t \leftarrow \tau \theta + (1 - \tau) \theta_t$;
until episode ends ($s' \in S_T$);
until convergence;

5. Simulation

The eco-driving problem is simulated using the parameters in the following sub-sections.

5.1. Agent environment parameters

For simulation, the upper limit of the distance observation is chosen as

$$0 \leq \xi(n) \leq l + \Delta$$

where $\Delta = h v_{\text{max}}$, so that for a sampled distance very close to $l$, a maximum acceleration input is still admissible. The traffic signal for training the agent is delayed by a time-gap of $l_s$ seconds so that there is a buffer time between the start of the green time interval and when the vehicle will cross the intersection after training. A high number of training samples has been found to improve the learning processes where the reward function is discontinuous [28]. Hence the mini-batch size is chosen to be 120. All other parameters of the agent are chosen as shown in Table 1. The fuel consumption model coefficients are borrowed from the fuel consumption model used in [22].

5.2. Neural Network Parameters

The actor and critic neural network parameters are shown in Fig. 3 and Fig. 4 respectively. The actor neural network is composed of an input layer with four inputs and three fully connected (FC) layers, each of 48 neurons with rectified linear unit (ReLU) activation. An FC layer consisting of a single neuron with a tanh function activation follows sequentially, and the result is passed to a scaling layer with a bias of $-0.5$ and a scaling factor of 2.5 for the resulting output layer.

The critic neural network gets inputs from both observation and action and concatenates them. Before concatenation, the observation is passed through a 48 neuron RELU FC layer and a 48 neuron FC layer, while the action is passed through a 48 neuron FC layer. The concatenation is an element-wise addition of the two 48 x 1 resulting vectors, and its output is fed through a 48 neuron RELU FC layer to the network output, a single neuron FC layer. The results of the simulation are presented next.
The agent is trained for the cases listed in Table 2. In general, there is no guarantee that the agent will achieve an optimal solution. The training is stopped when the moving average of the reward plateaus and the difference between the critic's estimate (Episode $Q_0$) and the moving average of the reward is small. Episode $Q_0$ is the expected long-term reward estimated by the critic at the beginning of each episode, given an initial environment observation. It provides a measure of how well the critic has learned the environment. The moving average reward considered is based on the previous 10 episode rewards. After training for the number of episodes as listed in the table, the agent is simulated in the same environment from the initial state and the distance of the vehicle to the traffic signal against time is shown in Fig. 5. The velocity and input plots for the first 7.5 seconds are also shown in Fig. 5 for cases 1 – 4 in Table 2. In each of these cases, the agent decelerates the vehicle for some time and then accelerates almost sharply to save time. Deceleration sacrifices previous kinetic energy, hence, the agent does not consider conserving the energy it had at the start. An approach to check this behavior is to formulate a multi-stage energy minimization problem over multiple signal stops so that the vehicle considers economizing its energy throughout the journey. Increasing the number of stages, however, can increase the complexity of the problem. An alternative approach is to directly minimize acceleration and deceleration in the current consideration.

When the initial velocity is low, as shown in Fig. 6, the optimal control may span over a longer time interval. A pattern of the training progress is shown in Fig. 7. Furthermore, decreasing the sampling time and introducing penalties on acceleration can make the optimization problem similar to the speed advisory problem [6]. Similar to speed advisory systems, the RL-based solution can be formulated to widely apply to vehicles approaching the intersection and be shared with them. Most input parameters are environment-specific, except for the input constraints and the vehicle model. By setting input parameters such as $u_{\text{min}}$ and $u_{\text{max}}$ to assume common values, the optimal solution can be generalized and shared with vehicles that come within the range of the intersection.

### Table 1: Training parameters for eco-driving with reinforcement learning

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Symbol</th>
<th>Value</th>
<th>Unit</th>
<th>Symbol</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Environment variables</td>
<td>$v_0$</td>
<td>20</td>
<td>m/s</td>
<td>$l_1$</td>
<td>100</td>
<td>m</td>
</tr>
<tr>
<td></td>
<td>$v_{\text{min}}$</td>
<td>3</td>
<td>m/s</td>
<td>$v_{\text{max}}$</td>
<td>50</td>
<td>m/s</td>
</tr>
<tr>
<td></td>
<td>$T_R$</td>
<td>[12.5, 7.5, 12.5]</td>
<td>s</td>
<td>$T_G$</td>
<td>[0, 2.5, 7.5]</td>
<td>s</td>
</tr>
<tr>
<td></td>
<td>$a$</td>
<td>-3.3</td>
<td>m/s²</td>
<td>$t_s$</td>
<td>0.1</td>
<td>s</td>
</tr>
</tbody>
</table>

### Table 2: Training results for different DDPG-based eco-driving cases

<table>
<thead>
<tr>
<th>Case</th>
<th>$v_0$ (m/s)</th>
<th>$p_l$</th>
<th>$p_e$</th>
<th>Number of training episodes</th>
<th>$t_f - t_0$ (s)</th>
<th>$\int_{t_0}^{t_f} \dot{n}_f , dt$ (ml)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>20</td>
<td>1</td>
<td>0</td>
<td>769</td>
<td>7.5</td>
<td>12.65</td>
</tr>
<tr>
<td>2</td>
<td>20</td>
<td>0.7</td>
<td>0.3</td>
<td>830</td>
<td>7.7</td>
<td>10.28</td>
</tr>
<tr>
<td>3</td>
<td>20</td>
<td>0.3</td>
<td>0.7</td>
<td>1063</td>
<td>9.4</td>
<td>4.78</td>
</tr>
<tr>
<td>4</td>
<td>20</td>
<td>0</td>
<td>1</td>
<td>1238</td>
<td>9.2</td>
<td>3.91</td>
</tr>
<tr>
<td>5</td>
<td>15</td>
<td>0</td>
<td>1</td>
<td>1157</td>
<td>10.5</td>
<td>5.91</td>
</tr>
<tr>
<td>6</td>
<td>10</td>
<td>0</td>
<td>1</td>
<td>2335</td>
<td>20.0</td>
<td>4.41</td>
</tr>
</tbody>
</table>

5.3. Results

The agent is trained for the cases listed in Table 2. In general, there is no guarantee that the agent will achieve an optimal solution. The training is stopped when the moving average of the reward plateaus and the difference between the critic’s estimate (Episode $Q_0$) and the moving average of the reward is small. Episode $Q_0$ is the expected long-term reward estimated by the critic at the beginning of each episode, given an initial environment observation. It provides a measure of how well the critic has learned the environment. The moving average reward considered is based on the previous 10 episode rewards. After training for the number of episodes as listed in the table, the agent is simulated in the same environment from the initial state and the distance of the vehicle to the traffic signal against time is shown in Fig. 5. The velocity and input plots for the first 7.5 seconds are also shown in Fig. 5 for cases 1 – 4 in Table 2. In each of these cases, the agent decelerates the vehicle for some time and then accelerates almost sharply to save time. Deceleration sacrifices previous kinetic energy, hence, the agent does not consider conserving the energy it had at the start. An approach to check this behavior is to formulate a multi-stage energy minimization problem over multiple signal stops so that the vehicle considers economizing its energy throughout the journey. Increasing the number of stages, however, can increase the complexity of the problem. An alternative approach is to directly minimize acceleration and deceleration in the current consideration.

When the initial velocity is low, as shown in Fig. 6, the optimal control may span over a longer time interval. A pattern of the training progress is shown in Fig. 7. Furthermore, decreasing the sampling time and introducing penalties on acceleration can make the optimization problem similar to the speed advisory problem [6]. Similar to speed advisory systems, the RL-based solution can be formulated to widely apply to vehicles approaching the intersection and be shared with them. Most input parameters are environment-specific, except for the input constraints and the vehicle model. By setting input parameters such as $u_{\text{min}}$ and $u_{\text{max}}$ to assume common values, the optimal solution can be generalized and shared with vehicles that come within the range of the intersection.
6. Discussion and Conclusion

The eco-driving problem is solved for a vehicle approaching a signalized traffic intersection. The problem is formulated as an optimization problem that explicitly minimizes fuel consumption and travel time and is a non-convex, two-point boundary value problem, thus difficult to solve analytically. A solution is obtained based on the DDPG RL framework. In general, there is no guarantee that an optimal solution can be found. The solution is, however, acceptably sub-optimal. Particularly, in the minimum-time problem, the vehicle reaches the intersection at the exact start of the next green signal phase.

This approach can be formulated to widely apply to vehicles over different SPaTs. The optimal solution can thus be hosted on infrastructure around the intersection and shared with vehicles that come within range of the intersection. There is an added advantage of easy assimilation of deep neural networks for computer vision to allow for dealing with obstacles in the vehicle’s path during training. Furthermore, to decrease the time required for convergence, the sampling period can be chosen to be large. When the sampling period increases and the input is explicitly penalized in the objective function, the formulated eco-driving problem is similar to the speed advisory problem [6].

Presently, the agent does not consider the comfort of the occupants. Some penalty can be placed to make the agent consider the occupant’s comfort so that the objective function has an additional term $\frac{da(t)}{dt}$. Another concern of the approach is whether the solution to a single-vehicle eco-driving problem can slow down the entire traffic and increase congestion. As indicated by the United States Department of Transportation, eco-driving vehicles are envisaged to be assigned to dedicated lanes – eco-lanes, similar to high-occupancy vehicle lanes [29]. Hence, the eco-driving vehicles will be somewhat isolated from the rest of the traffic. Nevertheless, an area of research that considers the integration of queue-length considerations into the solution for the eco-driving problem is a potential area of future research. Other potential areas of research also include considerations for human-driven vehicles, and non-deterministic traffic signal patterns, including traffic signals that adapt to vehicle queue length.
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