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ABSTRACT: Breast cancer is a prevalent disease, particularly among women. Unlike many other 
cancers, early diagnosis and treatment can significantly improve patients' quality of life. This study 
develops a hybrid approach for breast cancer detection using the Wisconsin datasets by combining 
Principal Component Analysis (PCA) and 1D Convolutional Neural Network (CNN) architectures to 
effectively separate and classify data. Our novel approach leverages PCA not merely for dimensionality 
reduction but to transform the feature space to maximize separation between benign and malignant 
samples, which is then processed by a custom-designed CNN architecture with optimized 
hyperparameters. While PCA elevates the data representation by highlighting important features, the 
1D CNN contributes to the classification process through automatic feature extraction. This approach 
aims to achieve high accuracy and reliability in the critical domain of breast cancer detection. 
Experimental results demonstrate that our developed approach exhibits superior performance 
compared to existing methods. Our hybrid PCA-1D CNN model achieved an accuracy of 99.12%, 
precision of 100%, sensitivity of 98.61%, specificity of 100%, and F1-score of 99.30%, significantly 
outperforming 14 different benchmark techniques from the literature. The model's accuracy and 
reliability are enhanced through K-fold cross-validation. The findings of this study can guide 
researchers seeking to improve breast cancer diagnostic accuracy and support more reliable healthcare 
decisions. The combination of deep learning and traditional feature extraction represents a promising 
advancement toward more effective and sensitive diagnostics in the healthcare industry. 

KEYWORDS: Breast Cancer Detection, Hybrid Approach, Principal Component Analysis (PCA),1D 
Convolutional Neural Network (CNN), Medical Diagnosis Enhancement. 

1. Introduction  

According to the 2020 World Health Organization 
(WHO) data, approximately 2.2 million women 
worldwide are diagnosed with breast cancer yearly. This 
statistic accounts for about 25% of all cancer diagnoses. 
Breast cancer is the most common type of cancer in 
women, with 1 in 11 women at risk of developing breast 
cancer in their lifetime. Most breast cancer deaths occur 
because the disease is not diagnosed and treated early. 
According to WHO data, approximately 685,000 women 
die from breast cancer yearly. This mortality accounts for 
about 15% of all cancer deaths [1,2]. 

Computer-assisted breast cancer detection (CAD) is a 
method that aims to detect breast cancer masses by 
analyzing mammography images [3]. CAD systems can 
help radiologists identify breast cancer masses more 
quickly and accurately. The development of CAD systems 

began in the 1990s. Early CAD systems used simple 
techniques to analyze mammography images. However, 
the accuracy of these systems was limited. In recent years, 
accuracy rates have increased significantly with the 
integration of artificial intelligence (AI) technology in 
CAD systems. AI-based CAD systems can analyze 
patterns in mammography images more 
comprehensively, resulting in more accurate results. CAD 
systems [4] play an essential role in breast cancer 
diagnosis. These systems can contribute to increased 
survival rates of breast cancer patients by helping 
radiologists detect breast cancer masses more quickly and 
accurately. 

Despite these advances, current breast cancer detection 
methods face significant challenges in achieving both high 
accuracy and computational efficiency. Traditional 
machine learning approaches often struggle with the high 
dimensionality and complex feature relationships in 
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medical datasets, while deep learning methods may 
require large amounts of data and computational 
resources to perform optimally. Additionally, the 
potential overlap between benign and malignant feature 
spaces creates classification difficulties that remain 
incompletely addressed by existing methodologies. This 
study addresses these challenges by proposing a novel 
hybrid approach that combines PCA and 1D CNN 
methods for detecting breast cancer using the Wisconsin 
data set. Our key contribution is the development of an 
optimized framework that leverages PCA not merely for 
dimensionality reduction but to strategically transform 
the feature space to maximize class separation before 
feeding the transformed data into a carefully designed 
CNN architecture. The Wisconsin dataset, consisting of 
569 samples with 30 features each categorized as benign or 
malignant, serves as our experimental platform. 

The proposed method aims to enhance breast cancer 
classification accuracy while maintaining computational 
efficiency. First, the PCA method transforms data to a new 
plane to facilitate the separation of benign and malignant 
samples. In this plane, the most essential features of each 
sample are emphasized, optimizing feature 
representation. The data transferred to a new and more 
easily decomposable plane with PCA is classified with the 
1D CNN developed within the scope of this study. The 
CNN structure is uniquely designed, and its parameters 
are optimized using the Grid Search approach. In 
addition, model overfitting is minimized by using k-fold 
cross-validation in the training process, ensuring more 
accurate performance measurement and improved model 
performance. Our approach differs from existing methods 
by specifically optimizing the complementary strengths of 
dimensionality reduction and deep learning, achieving 
superior classification metrics while maintaining model 
interpretability. In summary, combining PCA and CNN in 
our hybrid approach helps extract essential features by 
effectively processing high-dimensional data in breast 
cancer detection. It provides more precise and reliable 
results thanks to the algorithm's ability to recognize 
patterns highlighted by deep learning algorithms. 

2. Related Works 

Data mining methods used in various medical 
applications have great potential in essential areas such as 
early diagnosis and effective treatment of diseases. In this 
context, detection of breast cancer is also a vital issue. 
Breast cancer is the most common cancer in women 
worldwide and can improve the chances of cure if 
detected early. The Wisconsin breast cancer dataset 
(WDBC) is a frequently used data source for diagnosing 
breast cancer by combining medical imaging and feature 
extraction techniques. In this context, various studies use 
the Wisconsin breast cancer dataset in the literature. These 

studies investigate how data mining algorithms and deep 
learning techniques can contribute to making precise and 
reliable diagnoses by extracting features from this data set. 
This section will review related studies using the 
Wisconsin breast cancer dataset. 

The Wisconsin dataset has been extensively studied in 
the field of breast cancer prediction. Several research 
papers have compared different machine learning 
algorithms using this dataset to determine the most 
effective method for predicting breast cancer. In [5], a 
performance evaluation of machine learning methods for 
breast cancer prediction was conducted. Five different 
classification models were compared, including Decision 
Tree (DT), Random Forest (RF), Support Vector Machine 
(SVM), Neural Network (NN), and Logistic Regression 
(LR), using the WBCD. The comparative experiment 
analysis showed that the random forest model achieved 
better performance and adaptation than the other four 
methods. In addition to machine learning algorithms, data 
visualization techniques have been applied to the 
Wisconsin dataset. In [6], Principal Component Analysis 
(PCA) for feature space reduction was discussed and the 
performance of different models using the Wisconsin 
Breast Cancer Database was evaluated. Using the 
Wisconsin Breast Cancer dataset, in [7], various machine 
learning algorithms were compared, including XGBoost, 
K-NN, Naïve Bayes (NB), SVM, and DT. It was found that 
XGBoost achieved the highest accuracy, recall, precision, 
F1-score, and AUC, making it the most effective method 
for predicting breast cancer. 

Deep learning techniques have also been applied to 
breast cancer prediction. In [8], a deep-learning breast 
cancer prediction framework (DLBCPF) was proposed. 
The framework was tested on four different Wisconsin 
Breast Cancer datasets, and the results demonstrated the 
superiority of DLBCPF and the optimizer MDGCO 
compared to other methods. Feature selection techniques 
have also been applied to the Wisconsin dataset to 
improve the accuracy of breast cancer prediction. In [9], a 
comprehensive analysis of machine learning classification 
algorithms with and without feature selection was 
presented. It was found that feature selection improved 
the performance of the classifiers, including Logistic 
Regression, Linear Support Vector Machine, and 
Quadratic Support Vector Machine. 

In another study, an ensemble learning approach was 
proposed to detect breast cancer automatically. In [10], 
support vector machine (SVM), regression, and random 
forest models were combined using a majority-weighted 
voting system. The results showed improved accuracy, 
precision, recall, and F-score compared to individual 
models. Furthermore, the use of fuzzy inference systems 
has been explored for categorizing the Wisconsin breast 
cancer dataset. In [11], fuzzy inference systems with 
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different input features were developed and achieved 
superior precision compared to other works in the 
literature. Other studies have also focused on specific 
aspects of breast cancer prediction using the WBCD. In 
[12], a modified categorical data fuzzy clustering 
algorithm on the WBCD was evaluated. In [13], 
dimensionality reduction using principal component 
analysis in supervised machine learning techniques was 
explored. In [14], the success of different machine-learning 
methods in breast cancer diagnosis was investigated. In 
[15], supervised machine-learning techniques for breast 
cancer prediction were leveraged. In [16], diverse classifier 
algorithms on the WBCD were evaluated. 

Recent research has shown significant advancements 
in breast cancer classification through hybrid models and 
dimensionality reduction techniques. In [17], different 
missing data imputation methods combined with PCA on 
the WBCD dataset were evaluated, finding that median 
imputation with PCA-based reduction achieved the best 
performance, with SVM and k-NN algorithms reaching 
impressive success rates of 97.14% and 98.57% 
respectively. In [18], a comprehensive comparison of 
machine learning classifiers with various dimensionality 
reduction techniques across multiple breast cancer 
datasets was conducted, demonstrating that SVM with 
Factor Analysis achieved 98.64% accuracy on the WBC 
dataset, while MLP without dimensionality reduction 
performed best on WDBC with 98.26% accuracy. In [19], 
an innovative dimensionality reduction model integrating 
PCA with KNN specifically for early breast cancer 
detection was proposed, addressing challenges like 
computational complexity and overfitting by selecting 
optimal features that capture maximum variance. In [20], 
a robust hybrid multilayer deep learning approach 
combining UNet for feature extraction, SegNet for 
segmentation, and MLP with Grey Wolf Optimization for 
classification was presented, achieving superior 
performance compared to traditional methods. In [21], 
novel feature selection strategies utilizing metaheuristic 
algorithms (GSA, EPO, and hybrid hGSAEPO) for breast 
cancer classification were introduced, reaching 
remarkable results with 98.31% accuracy and AUC 
exceeding 0.998. Additionally, in [22], the BCR-HDL 
framework that ingeniously combines multiple deep 
learning architectures (MLP, VGG, ResNet, Xception) with 
traditional machine learning models was developed to 
enhance both accuracy and interpretability in breast 
cancer recurrence prediction, with the hybrid MLP+RF 
and Xception+RF models achieving 97% diagnostic 
accuracy on the WDBC dataset. 

These studies demonstrate the extensive research 
conducted on the Wisconsin dataset for breast cancer 
prediction. Different machine learning algorithms, feature 
selection techniques, and fuzzy inference systems have 

been explored to improve the accuracy and precision of 
breast cancer prediction using this dataset. 

3. Materials and Methods 

In this study, a hybrid approach is created to detect 
breast cancer using the Wisconsin data set. This approach 
is created by the PCA and CNN architectures 
complementing each other. It is vital that the data can be 
easily separated in the detection of breast cancer. Data 
belonging to different classes may be nested. This situation 
prevents the classifiers from making the correct 
classification. Therefore, the PCA method moves each 
sample in the Wisconsin dataset to a new plane. This plane 
is where vital features are emphasized, and unimportant 
ones are suppressed. Therefore, it facilitates the parsing of 
data. The samples moved to the new plane are classified 
using the 1D CNN structure created as the basis of the 
problem. CNN decides which class a feature belongs to by 
automatically identifying patterns in 1-dimensional 
feature vectors. The automatic recognition of features and 
the ability to classify with high accuracy are why deep 
learning approaches are preferred. In addition, k-fold 
cross-validation is used to increase the accuracy and 
reliability of the classification model created using the 
CNN structure. Details of all the approaches used will be 
given in the subsections. 

3.1. The Details of the Wisconsin Dataset 

The WDBC [23] dataset is an important data source for 
breast cancer diagnosis. This dataset contains biomedical 
data containing characteristics of breast cancer cells. In the 
WDBC dataset, which includes 569 samples, each consists 
of 30 features. In the data set, 212 samples are malignant, 
while 357 are benign. This balance is essential for training 
and evaluating the classification models of the data set. 
Features in the dataset include various clinical features 
such as dimensions of the cell nucleus, nucleus cell 
circumference, and cell tissue context. Each sample is 
divided into two classes representing cancer cells 
(malignant) or non-cancerous cells (benign). The WDBC 
dataset is a widely used resource for developing models 
and algorithms used in diagnosing and treating breast 
cancer. This dataset plays a vital role in advances in breast 
cancer diagnosis while providing the basis for various 
analyses and studies in data mining, machine learning, 
and deep learning. 

3.1.1. Data Preprocessing Protocol 

 Before applying our hybrid model, we performed 
several critical preprocessing steps to ensure optimal 
performance: 

1. Data Inspection and Cleaning: We first examined the 
Wisconsin dataset for missing or inconsistent values. 
Our examination confirmed that the dataset was 
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complete with no missing values or data 
inconsistencies. 

2. Outlier Analysis: We conducted statistical analysis to 
identify potential outliers using the interquartile 
range (IQR) method. Features with values falling 
outside were flagged for further inspection. After 
careful analysis, we determined that these extreme 
values represented genuine physiological variations 
rather than measurement errors and therefore 
retained them. 

3. Feature Scaling: To prepare the data for PCA 
application, all 30 features were standardized to have 
zero mean and unit variance using Eq. 1. 

𝑋𝑋_𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 =  (𝑋𝑋 −  𝜇𝜇) / 𝜎𝜎          (1) 
In Eq. 1, X is the original feature value, μ is the mean, 
and σ is the standard deviation of that feature. This 
standardization step is critical before applying PCA 
to ensure that features with naturally larger scales do 
not dominate the variance analysis. 

4. Cross-Validation Implementation: Instead of using a 
single train-test split, we implemented k-fold cross-
validation (k=5) to ensure robust model evaluation. 
The dataset was divided into 5 equally sized folds 
with stratified sampling to maintain the same 
proportion of benign and malignant samples in each 
fold. During each iteration, 4 folds were used for 
training while the remaining fold served as the 
validation set. This process was repeated 5 times, 
with each fold serving once as the validation set, 
ensuring that every sample in the dataset was used 
for both training and validation. 

3.2. The Standardization of Data with PCA 

PCA [24-26] transforms the original properties of a 
dataset into new, fewer principal components, making 
data easier to understand and analyze. With PCA, the 
dataset is rearranged along directions that best represent 
variations of its original features. This situation may reveal 
more distinct differences between benign and malignant 
masses. 

The following steps are followed when moving feature 
vectors to a new plane with PCA: 

1. The data set is averaged. This situation means 
centralizing data. Centralization provides a better 
understanding of the distribution of data. 

2. The dataset is standardized to its original 
characteristics. This situation ensures that the 
variations of the data are the same. Standardization 
makes it easier to compare data. 

3. The covariance matrix of the data set is calculated. The 
covariance matrix measures the relationship of features 
to each other. 

4. The eigenvalues and eigenvectors of the covariance 
matrix are calculated. Eigenvalues measure the 
magnitude of variation in data. Eigenvectors represent 
aspects that best represent the variations of the data. 

5. The dataset is rescaled according to its eigenvectors. 
This situation allows data to be reorganized along the 
new principal components. 

When feature vectors are moved to a new plane with 
PCA, the following can occur: Some features may be more 
represented in new principal components. Some features 
may be less represented in new core components. Some 
features may not be fully represented in the new core 
components. It can be said that PCA helps to determine 
which features are more important. The new principal 
components represent the features with the most 
information in the dataset. PCA is a technique used to 
classify breast cancer masses. When data are moved to a 
new plane with PCA, more distinct differences between 
benign and malignant groups may emerge. This situation 
can help classification models produce more accurate 
results. 

We conducted a comprehensive analysis to determine 
the optimal number of principal components to retain in 
our model. After applying PCA to the Wisconsin dataset's 
30 features, we examined the explained variance ratio to 
identify the information contribution of each principal 
component. Our analysis revealed that retaining 10 
principal components preserved approximately 95.8% of 
the variance in the original data while significantly 
reducing the dimensionality by two-thirds. This threshold 
was selected based on the observed elbow point in the 
cumulative explained variance curve, where additional 
components beyond this point contributed minimally to 
the total variance explained. We further validated this 
selection by comparing model performance with different 
numbers of components (5, 10, 15, 20, and all 30). While 
using all 30 components retained 100% of the variance, it 
did not translate to better classification performance. The 
optimal balance between dimensionality reduction and 
information preservation was achieved with 10 
components, which provided both computational 
efficiency and maximized the separation between benign 
and malignant classes. 

3.3. Classification of Data with the Created 1D CNN 
Architecture 

The 1D CNN [27-30] architecture is an important deep 
learning tool that offers an efficient and powerful 
classification capability on feature vectors. Compared to 
traditional classification methods, 1D CNN can 
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automatically identify temporal or spatial patterns of data. 
This situation means the ability of feature vectors to 
discover and represent the hidden features they contain. 
In complex problems such as breast cancer detection, 
features can often change at different scales and time 
intervals. By learning such features hierarchically, 1D 
CNN can improve accuracy in the classification process. It 
can also make the data mining process more efficient by 
reducing the need for manual feature engineering. In this 
way, it can play an essential role in early detection and 
more effective treatment interventions, providing higher 
sensitivity and Specificity in important health diagnoses 
such as breast cancer. 

In this study, a unique CNN architecture is designed 
that can classify samples from the Wisconsin dataset as 
benign or malignant. CNN architecture consists of input, 
convolution, activation, dropout, fully connected, and 
classification layers. The input layer is a feature vector of 
size 30x1, as each sample in the Wisconsin dataset has 30 
features. This vector taken from the input layer is given as 
input to the convolution layer. This layer helps to capture 
basic patterns. Generally, this layer has two critical 
hyperparameters: the kernel size and the number of filters. 
In the first layer, 3 is the kernel size, and 6 is the filter 
amount. These hyperparameters are detected using the 
Grid search approach. The grid search approach tries to 
find the best performance by trying values within a 
specific range to determine the hyperparameter settings. 
This method is used to explore different combinations of 
hyperparameters extensively. Its advantages are that it 
helps to achieve the best results by systematically 
searching a wide range of hyperparameters. The output of 
the first convolution layer is given as the input to the 
activation layer. The relu activation layer is used in this 
study. The Rectified Linear Activation (ReLU)  is a widely 
used activation function in deep learning models. It 
provides faster and more stable learning in the education 
process, especially according to the sigmoid and tanh 
functions. The activation layer output is given as input to 
the dropout layer. 

The dropout layer is used to reduce overfitting in deep 
learning networks. This layer temporarily turns off 
randomly selected neurons during training, allowing the 
network to explore different learning paths and increasing 
its generalization ability. The value for the Dropout layer 
is taken as 0.2. Then, this layer output is given to a 
convolution layer again. The second convolution layer 
increases the method's success by allowing more complex 
patterns to be recognized automatically. The parameters 
of this layer are determined by kernel size as 3 and the 
number of filters as 256 after the Grid search approach. 
Again, this layer output is passed through the activation 
and dropout layers and is given as input to the fully 
connected layer. Two fully connected layers are used in 

succession in the network structure created. The use of 
cascading fully connected layers is essential in enhancing 
deep learning models' feature extraction and classification 
capabilities. It has the advantage of better classification, 
learning of complex data, capturing nonlinear 
relationships and flexibility. The first fully connected layer 
has 100 outputs, while the second fully connected layer 
has as many outputs as the number of classes. The 
production of these layers is given to the classification 
layer, and the classification process is terminated. Details 
of the created network are shown in Table 1. 

Table 1: Architecture and Parameters of the Proposed 1D CNN Model 

Layers Parameters 
Input Layer Feature Vector Size (30x1) 

Convolution Layer1 
Kernel Size=3, Amount of 
filter=6 

Activation Layer Relu 
Dropout Layer 0.2 

Convolution Layer2 Kernel Size=3, Amount of 
filter=256 

Activation Layer Relu 
Dropout Layer 0.2 
fully Connected 
Layer1 

Output Size=100 

fully Connected 
Layer2 

Output Size=Number of 
Classes 

Classification Layer   

The most critical issues in the CNN structure are the 
determination of hyperparameters and the prevention of 
overfitting. Overfitting can cause the model to become 
oversensitive to noise or random fluctuations in the data. 
In this study, memorization is prevented by using 
L2Regularization and dropout. Both methods provide 
resistance to overfitting. L2 regularization helps balance 
the model weights, while dropout prevents the model 
from becoming dependent on different features. These 
techniques can help to obtain more generalized and 
balanced models. The determination of hyperparameters 
is another essential point. This study uses the Grid search 
approach while determining the hyperparameters. Grid 
search provides a guide to get the best performance of the 
model by comparing different hyperparameter values. In 
addition, the training of the model is also crucial. K-fold 
cross-validation is used for training the model. Thus, a 
model is created whose success can be better validated. 
The hyperparameters determined after the grid search 
approach are given in Table 2. 

Table 2: Optimized Hyperparameters for the 1D CNN Model 

Hyperparameters Values 
k-fold 5 
Optimizer Adam 
Initial Learn Rate 0.001 
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Max Epochs 30 
Minimum Batch Size 6 

4. Evaluation Results 

 This study proposes an effective combination of PCA 
and generated 1D CNN structure. This approach is tested 
on the Wisconsin dataset. The Wisconsin dataset is 
essential for breast cancer and provides examples of two 
different classes, benign and malignant. The approach 
created is designed to classify these examples. Evaluations 
are made using Accuracy, Precision, Sensitivity, 
Specificity, and F-Score [31] metrics from the confusion 
matrix. These metrics clearly demonstrate the extent to 
which the approaches can be used in healthcare. In 
addition, during the evaluations, the scenarios in which 
the 1D CNN structure is combined with PCA and alone 
are evaluated separately to determine the contribution of 
PCA to the hybrid approach. This situation more clearly 
reveals the advantages that PCA brings to the system and 
why the hybrid model may be preferred. This study 
contributes to developing more effective diagnostic 
methods in the medical field by showing how a powerful 
and innovative approach can be designed to diagnose 
breast cancer. 

First, the results of the evaluations made with the 
Accuracy metric are given. This metric is calculated using 
Eq. 2. 

𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 =   (𝑇𝑇𝑇𝑇 + 𝑇𝑇𝑇𝑇)
 (𝑇𝑇𝑇𝑇 + 𝑇𝑇𝑇𝑇 + 𝐹𝐹𝐹𝐹 + 𝐹𝐹𝐹𝐹)

                   (2) 

In Eq. 2, True Positive (TP) represents cases where the 
model correctly identified malignant tumors as malignant. 
True Negative (TN) represents cases where the model 
correctly identified benign tumors as benign. False 
Positive (FP) represents cases where the model incorrectly 
classified benign tumors as malignant (Type I error). False 
Negative (FN) represents cases where the model 
incorrectly classified malignant tumors as benign (Type II 
error). 

The Accuracy metric is frequently used to evaluate 
model performance in critical medical applications such as 
breast cancer diagnosis. This metric shows how well the 
model captures accurate results overall by representing 
the ratio of true positives and true negatives to total data 
points. In breast cancer diagnosis, a high Accuracy value 
indicates that the model effectively correctly classifies 
benign and malignant cases. Figure 1 includes the created 
approach, the situation when PCA is not used, and its 
comparison with 14 different methods [32-37] in the 
literature. The compared techniques consist of classical 
classifiers and strategies based on deep learning. The 
disadvantage of these approaches is that although their 
computational load is high, their accuracy is insufficient. 
When the Figure 1 is examined, it is seen that the proposed 

method gives better results than the approaches in the 
literature. In the health field, the proposed method should 
be evaluated from this perspective since the slightest 
improvement in diagnosis corresponds to a human life. As 
can be seen from Figure 1, the created approach formed 
with 99.12% gives the best result. 

 

Figure 1: Comparison of Accuracy Values Between the Proposed 
Method and Existing Approaches 

 
Figure 2: Precision Comparison Between the Proposed Method and 
Benchmark Techniques 

 Figure 2 includes the approach created according to the 
precision metric and the results of 12 different methods in 
the literature. The precision metric is a crucial evaluation 
criterion in classification problems. This metric is 
calculated using Eq. 3. 

𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 =  𝑇𝑇𝑇𝑇 
(𝑇𝑇𝑇𝑇 + 𝐹𝐹𝐹𝐹)

            (3) 

Precision refers to the proportion of genuinely positive 
samples among samples classified as positive. That is, it 
shows how accurately a model can produce positive 
results. The high precision we obtained in our method 
indicates that the cases where the samples that our model 
classifies as positive are indeed positive are highly 
accurate. This situation means our method can produce 
reliable and precise results in healthcare applications. A 
high precision value indicates that the model minimizes 
false positive results and gives only reliable positive 
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results. This feature highlights that our method can be a 
valuable and reliable tool in areas such as clinical 
diagnostics. As can be seen from the Figure 2, it is seen that 
the approach created with 100% gives the best results. The 
proposed method has been compared with 12 different 
methods [10, 32-34, 36-38] and the results are presented in 
the Figure 2. 

Sensitivity and Specificity are critical metrics in 
evaluating medical diagnoses and classification problems. 
These metrics help us better understand the performance 
of the classification model. The calculation of these metrics 
are given in Eq. 4 and 5. 

𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 =  𝑇𝑇𝑇𝑇 
(𝑇𝑇𝑇𝑇 + 𝐹𝐹𝐹𝐹)

                    (4) 

𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 =  𝑇𝑇𝑇𝑇
(𝑇𝑇𝑇𝑇 + 𝐹𝐹𝐹𝐹)

                                           (5) 

Sensitivity is of great importance in conditions such as 
disease diagnosis. A high sensitivity value indicates a high 
rate of accurate positive results and that most individuals 
with the disease are correctly identified. This situation is 
critical for early diagnosis of the disease and initiation of 
treatment. Specificity is significant where accurate 
detection of negative results is required. For example, 
Specificity plays a substantial role in identifying healthy 
individuals or in situations where we want to minimize 
the risk of false alarms. The high sensitivity value of our 
method shows that we can achieve accurate positive 
results at a high rate. Therefore, we can diagnose diseases 
correctly, while the high specificity value emphasizes that 
we do not incorrectly classify healthy individuals as 
diseased by minimizing false positive results. These 
features indicate that our method is reliable for diagnosing 
disease and accurately classifying healthy individuals. 
Table 3 gives the results of the approach created and the 
approaches in the literature. As can be seen from the table, 
it is seen that the system designed with 98.61% for 
sensitivity and 100% for Specificity gives the best results 
compared with 4 different methods [35, 38-40]. 

Table 3: Architecture and Parameters of the Proposed 1D CNN Model 

 

Methods 

 

Metrics 

 

Sensitivity (%) 

 

Specificity (%) 

B+Chi+K-
PCA [35] 97,72 94,23 

GAN [38] 93,62 94,52 

LDA+Ran
dom [40] 95,6 95,7 

Ed-daudy 
et al. [39] X 97,93 

1d CNN 92,31 93,15 

1d CNN 
with PCA 98,61 100 

 F-score (F1-score) is a vital evaluation metric that offers 
a balanced performance measure by combining precision 
and recall metrics. This metric is calculated using Eq. 6. 

𝐹𝐹1 − 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 =  2 ×  (𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 × 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆)
(𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 + 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆)

                             (6) 

The F-score shows how the classification model 
performs, considering false positives and negatives. High 
F1-score values indicate the method performs well on 
precision and recall metrics, while low F1-score values 
indicate low on one or both. In this context, the fact that 
your practice has a high F1 score highlights that it can both 
produce precise results and achieve significant, accurate, 
positive results. The method we have developed can 
positively impact the field of health. High classification 
accuracy and reliable results can provide valuable support 
to healthcare professionals for critical decisions such as 
disease diagnosis and management of patients. This 
situation makes diagnosing patients earlier, implementing 
appropriate treatment protocols, and improving health 
outcomes possible. We believe our developed approach 
can contribute to more sensitive and reliable diagnoses in 
healthcare applications. Figure 3 contains the results of the 
system and the process in the literature [10, 33-39, 41]. As 
can be seen from Figure 3, it is seen that the approach 
formed with 99.30% gives the best result. 

 
Figure 3: F1-Score Comparison of the Proposed Method with State-of-the-
Art Approaches 

 To further establish the effectiveness of our hybrid 
PCA-1D CNN approach, we also compared its 
performance against other prominent deep learning 
architectures that have been applied to breast cancer 
detection tasks. Figure 4 presents this comparison. 
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Figure 4: Comparison of Deep Learning Approaches for Breast Cancer 
Detection 

As evidenced by the metrics in Figure 4, our hybrid 
approach consistently outperforms other deep learning 
architectures across all evaluation metrics. While recurrent 
neural network variants like Long Short-term Memory 
(LSTM), Gated Reccurent Unit (GRU), and Bidirectional 
LSTM (BiLSTM) have shown promising results for 
sequential data analysis, they fall short of the performance 
achieved by our PCA-enhanced 1D CNN model. The 
superior performance of our approach can be attributed to 
the effective feature transformation provided by PCA 
combined with the specialized 1D CNN architecture 
optimized for this specific classification task. 

 
Figure 5: Performance Metrics with Standard Deviations (5-fold Cross-
validation) 

 The high level of accuracy of the approach we 
developed makes a significant contribution to the health 
field. This high accuracy strongly supports healthcare 
professionals in making critical decisions like disease 
diagnosis and patient management. Precise and reliable 
results can increase the early diagnosis of patients, the 
creation of appropriate treatment plans and, accordingly, 
the success of treatment. This situation has the potential to 
improve the patient's quality of life. The approach we have 
developed aims to reduce the difficulties faced by 
healthcare professionals and patients by enabling more 
effective, rapid and reliable decisions to be made in the 
healthcare industry. In this way, we aim to create positive 
and lasting effects on the health outcomes of patients.  

4.1. Statistical Validation of Results 

To ensure the statistical validity and robustness of our 
hybrid PCA-1D CNN approach, we report the mean and 
standard deviation of performance metrics obtained 
through 5-fold cross-validation. Figure 5 presents these 
comprehensive statistics for our model compared with the 
1D CNN without PCA. 

The consistently low standard deviations across all 
metrics for our hybrid approach demonstrate the stability 
and reliability of our model across different data 
partitions. This is particularly evident when comparing 
with the standalone 1D CNN, which shows higher 
variability in performance. The zero standard deviation 
for precision and specificity indicates that our model 
consistently achieves perfect performance in these metrics 
across all folds, which further validates the effectiveness 
of our approach in minimizing false positives. We further 
analyzed the confidence intervals (95%) for the accuracy 
metric, which yielded [98.56%, 99.68%] for our hybrid 
approach compared to [90.46%, 94.16%] for the standalone 
1D CNN. This non-overlapping interval confirms the 
statistical significance of the performance improvement 
achieved by our hybrid method. These statistical 
validations strengthen our conclusion that the integration 
of PCA with 1D CNN provides not only superior but also 
more consistent and reliable performance for breast cancer 
detection, which is crucial for clinical applications where 
consistency across different patient populations is 
essential. 

5. Discussion 

 Breast cancer is the most common type of cancer, 
especially among women in recent years. In this type of 
cancer, early detection and proper treatment can 
significantly improve the quality of human life. This paper 
proposes a novel hybrid approach that can assist 
healthcare professionals in accurate breast cancer 
diagnosis. A review of existing approaches in the 
literature reveals that many complex methodologies have 
been applied for breast cancer diagnosis. This complexity 
creates barriers to implementation in resource-constrained 
regions and areas with limited access to medical expertise. 
The method proposed in this study can operate effectively 
with simpler, more accessible systems, making it viable for 
widespread adoption. In an era of escalating healthcare 
costs, reducing system complexity and implementation 
expenses is particularly valuable. This study also 
highlights the synergistic contribution of traditional 
dimensionality reduction techniques like PCA when 
integrated with modern artificial intelligence approaches. 
Our evaluations demonstrate that when these methods are 
used in combination, they can achieve more accurate 
breast cancer diagnosis than either approach alone. 

While our hybrid PCA-1D CNN approach 
demonstrated excellent performance on the Wisconsin 
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dataset, we acknowledge that our experiments were 
limited to this relatively small dataset (569 samples). As 
part of future work, we plan to evaluate our approach on 
larger and more diverse breast cancer datasets from 
multiple institutions to further validate its scalability and 
generalizability. Larger datasets will inevitably introduce 
additional computational challenges, particularly for the 
PCA transformation process which scales quadratically 
with sample size. To address these challenges, we will 
explore computationally efficient alternatives such as 
incremental PCA, randomized PCA, or mini-batch 
processing to maintain performance while preserving the 
benefits of our hybrid approach. Additionally, we intend 
to investigate the application of our method to multimodal 
data that combines imaging features with genomic and 
clinical information, which would provide a more 
comprehensive framework for breast cancer detection. 
These extensions will be crucial for ensuring that our 
approach remains viable and effective in real-world 
clinical settings with diverse patient populations and 
varying data characteristics. 

6. Conclusion 

In this study, we developed a hybrid approach for 
breast cancer detection using the Wisconsin dataset. This 
approach effectively separates and classifies data by 
integrating PCA and CNN architectures. Proper 
separation of data is essential for accurate diagnosis in 
critical healthcare applications such as breast cancer 
detection, as the overlapping of different classes can 
significantly impair classification performance. To address 
this challenge, we employed PCA to transform the data to 
a new feature space where discriminative characteristics 
become more prominent. This transformation creates a 
representation where redundant features are minimized, 
and class distinctions are enhanced. The transformed data 
is then classified using our custom-designed 1D CNN 
architecture, which automatically identifies patterns in the 
feature vectors to determine class membership. We 
selected this deep learning approach for its ability to 
autonomously extract and classify features with high 
accuracy. 

To enhance the model's reliability and generalizability, 
we implemented k-fold cross-validation, which rigorously 
tests performance across multiple data partitions. This 
validation strategy ensures that our model performs 
consistently across varied data distributions. Our results 
demonstrate that the integration of PCA with CNN 
architectures represents a significant advancement in 
breast cancer detection methodology. This combination of 
traditional dimensionality reduction techniques with 
modern deep learning approaches contributes valuable 
tools to the healthcare domain for precise diagnosis and 
effective treatment planning. The findings of this study 
can serve as a foundation for researchers seeking to 

develop more reliable and efficient approaches for breast 
cancer detection and other healthcare applications. 
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