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ABSTRACT: Data Anonymization provides privacy preservation of the data such that input data 
containing sensitive information is converted into anonymized data. Hence, nobody can identify the 
information either directly or indirectly.  During the analysis of each text document, the unique 
attributes reveal the identity of an entity and its private data. The proposed system preserves the 
sensitive data related to an entity available in text documents by anonymizing the sensitive documents 
either entirely or partially based on the sensitivity context which is very specific to a domain. The 
documents are categorized based on sensitivity context as sensitive and not-sensitive documents and 
further, these documents are subjected to Summarization. The proposed Privacy Preserving Text 
Document Summarization generates crisp privacy preserved summary of the input text document 
which consists of the most relevant domain-specific information related to the text document without 
defying an entity privacy constraints with the compression rate of 11%, the precision of 86.32%, and 
the recall of 84.28%. 
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1. Introduction   

Nowadays, the vast volume of electronic data is 
increasingly growing. It may be structured data such as 
databases, leggy data of the organization, or unstructured 
data such as text contents, images, videos, etc. 
Аррrоximаtely 85 to 90 percent of the information is 
available in unstructured form as per the Forbes Survey. 
Related to this heаlthсаre providers, state and рrivаte 
enterprises are progressively storing vast numbers and 
types of mediсаl data in both online and offline modes. In 
recent years developments in heаlthсаre have resulted in 
requirements like the tremendous number of personal 
health data to be соlleсted, exchanged, and analyzed by 
organizations. There has been an increase in health data 
being produced and рrосessed by health аgenсies as а 
result of the increasing аdорtiоn of the Electronic Health 
Records (EHR), profoundly stimulated by the Health 
Information Technology for Eсоnоmiс and Сliniсаl 
Health Асt (HITEСH Асt 2009). Although seсоndаry use 
of Сliniсаl data has greatly improved the соnsistenсy and 
reliability of mediсаl science and heаlthсаre 
administration, due to the соmmоn nature of exchanging 
health records which results in increasing queries 
regarding раtient рrivасy. The Health Insurance 
Роrtаbility and Trаnsраrenсy Асt (HIРАА) has 
developed а series of рrivасy guidelines to address these 
queries in HITEСH Асt 2009. The HIРАА Safe Harbor law 

defines altogether 18 types of features that are sрeсifiсаlly 
саlled as confidential features [1]. 

Personal Health Information (РHI), which must be 
deleted before а third раrty is released with the health 
data which leads to a lot of research in Рrivасy Preserving 
Data Publishing on structured data means data which has 
a pre-defined format, where numerous techniques have 
been рrороsed and develорed. Рrivасy protection 
аррrоасhes for sharing mediсаl dосuments, fосus on the 
detection and removal of РHI items from the dосuments 
using different PPDP (Privacy Preserving data Publishing) 
approaches like Data Swapping, Data Randomization, 
Cryptography, and Data Anonymization. Among these 
Data Anonymization is the popularly used Privacy 
Preserving Data Publishing approach. Data 
Anonymization is achieved by Pattern Matching based 
approaches and Machine Learning based approaches 
which mainly focused on structured data. In this paper, a  
Machine Learning-based approach called Privacy 
Preserving Text Document Summarization has been 
proposed to preserve the privacy of unstructured data 
which uses i2b2 discharge summary documents, which 
are collections of progression of the release report of 
patients by the  Harvard University. The discharge 
summary documents contain the subtleties of a specific 
patient These informational collections are old certifiable 
data and are of type text documents [2]. 
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2. Related Work 

Whenever a transcript or confidential report is made 
about an entity it must be protected to preserve the 
privacy of an entity or an individual before publishing to 
the outside world. In general, the real-world data 
associated with an individual or the entity mainly belongs 
to a specific domain, related to this the data 
anonymization approach is also mainly dependent on 
domain-specific attribute types associated with an 
individual or the entity [3]. There are four major types of 
domain-specific attributes that are used in anonymization. 
1. Personally Identifiable Information (PII) - Attributes 
that are directly used to identify an individual who 
belongs to a specific domain. 2.  Sensitive Attributes / 
Private Attributes (SA / PA) - Attributes that are very 
specific to an individual, which are not to be 
disclosed.3.Quasi Attributes (QA) - Attributes that are 
indirectly used to identify or recognize an individual 
belonging to a certain domain.4. Not-sensitive Attributes 
(NSA) - Attributes that are considered common for all 
individuals belonging to a certain domain. 

The PII is removed before when an individual or 
entity data is subjected to summarization because it 
discloses an individual identity. The Quasi Attributes are 
those which are used by the attacker or a malicious third-
party data analyst to identify the individual or entity 
when it is linked with other publicly available data like 
voter lists, census data, etc. The major types of data 
transformation approaches used in anonymization are 
Generalization and Suppression. The data usage domain 
plays a vital role in anonymization because either data 
generalization or suppressed operations depend on a 
specific domain. In generalization, the individual quasi 
attributes are generalized based on the usage domain 
such that they should not reveal the actual value. Example: 
Date of Birth attribute value generalized to Born in Year 
such that the birthdate is not disclosed. In Suppression, 
the sensitive and or quasi attributes are replaced by 
special symbols or removed before their usage in data 
publishing operation. Table 1 describes different 
anonymization approaches [4]. 

In the healthcare domain, the most challenging aspect 
is preserving the privacy of patients who undergo various 
disease treatment processes. The major research related to 
privacy preserving data publishing focuses on structured 
data. which also depends on the usage domain. The major 
works include survey about the De-identification of  
Sensitive information in a patient note with recurrent 
neural networks in a detail and how it further reveals an 
individual identity[5].  Document Sanitization, which is a 
privacy policy that aims to identify critical attributes like 
name, dob, etc. which further can be either removed or 
replaced before it is made public. The government has set 
specific guidelines for maintaining confidentiality. 

According to medical data, the Health Insurance and 
Portability and Accountability Act (HIPAA) prescribes all 
personal identification information in medical records 
must be removed before it can be made available to the 
public [6]. The center thought of the k-anonymization 
model is that each record in a table is unclear from in any 
event from other k-1 records regarding the pre-decided 
quasi identifier where a table is used which excludes all 
explicit identifiers. The secure data is fetched by 
publishing information with different tricky credits 
which turns out to be almost certain than some other 
distribution styles [7] . The k-anonymization model which 
has been widely contemplated and upgraded as a feasible 
meaning of protection in information distribution. The 
decision about the k-Anonymization model depends on 
various strategies like Speculation, Concealment, and 
other hybrid approaches. It changes private information 
over to public information such that it can be used at 
different levels of data handling [8].  The patient outline 
details which is a fundamental need for clinicians to give 
facilitated care and practice powerful correspondence. 
The computerized outline can save time, normalize notes,  
help dynamically, and lessen clinical mistakes. They 
specify an upper bound on the extractive outline of 
release notes and build up an LSTM model to successively 
name the history of present sickness notes [9]. 

Table 1: Anonymization Approaches 

3. Proposed System 

The proposed system generates privacy preserved 
text document summary which uses sensitivity context 
aware anonymization which is a machine learning-based 
approach focused on unstructured text data. It is mainly 
described in Figure.1, where the raw text documents are 
fed as input and are subjected to domain-specific 
extensive focuses on sensitivity context which is varied 
from one domain to another. The proposed system 
architecture is natural language pre-processing processes 
before the document classification due to the 
unstructured nature of extractive summarization extracts  

Techniques Parameters Applications Limitations 
k-
anonymity 
Sweeny 
et. al. 

Sensitive 
features 
 

Correlation 
between the 
rows 

only on 
structured 
data 

l-diversity 
Ashwin M 
et. al. 

Quasi & 
Sensitive 
attributes 
 

Equivalent 
sensitive 
attributes 
groups 
 

common 
frequency 
value for a 
sensitive 
attribute 

t-closeness 
Ninghui Li 
et. al. 

PII, Quasi, 
Sensitive 
attributes 

Measure the 
distance 
between 
two 
probabilistic 
distributions 

prone to 
skewness 
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Figure 1:  System Architecture of  Privacy Preserving Document Summary Generation

a subset of words from a document which treated as most 
important and specific to the domain to create a single 
specific summary pertaining to a document. In extractive 
summarization, weightage is assigned to vital sections of 
sentences.  

Diverse methods and approaches can be used to 
instrument the sentence weight. Sentence joining is done 
with relevance and resemblance to domain context to 
produce a summary. The main features used to generate 
an extractive summary from patient discharge summary 
are the past medical history and disease medications on 
admission related to a particular patient. The discharge 
summary mainly contains patient individual and disease-
specific characteristics as words, sentences, or paragraphs. 
After preprocessing of discharge summaries, the patient 
characteristics are available as tokens i.e., words. The 
sensitive words are those which are identified w.r.t. 
sensitivity context i.e., determined from the healthcare 
organization perspective and patients. The sensitivity 
context required for model development is implemented 
using a lexicon. It is the knowledge base such that the 
words in the lexicon are treated as sensitive features 
which are decided based on the patient’s disease details 
and organizational data regulations. The different phases 
of the proposed system are as follows: 

• Classification-The input text document is classified 
into a sensitive document or not-sensitive document 
based on the healthcare domain knowledge and 
sensitive attributes like disease type present in the 
given input document.  

• Sanitization-This module takes the sensitive 
document as input and anonymizes the document 
partially by replacing it with Synthetic data. 
Generalization- This module takes the sensitive 
document as input and anonymizes the document 
completely by replacing it with generic data.  

• Summarization- Summarization is the process of 
highlighting medical information which helps the 
medical experts efficiently identify the records. The 
patient's Discharge Summary is given as an input file. 

The text document is classified into sensitive or not-
sensitive based on the medical terminologies associated 
with the healthcare domain like sensitive drugs, diseases, 
etc present in it. The sensitive documents are sent to the 
anonymization process which is based on the user 
consent and the anonymization done in two ways they are 
Generalization and Sanitization. In Generalization, the 
document is anonymized completely by replacing the 
quasi attribute with generic data relevant to the 
healthcare domain. In Sanitization, a document is 
anonymized partially by replacing the quasi attributes 
with synthetic data. The anonymized document is 
subjected to summarization based on the user's choice of 
whether they are interested to generate a summary or not.  
If not, then the output document will be either a 
generalized document or sanitized document. The not-
sensitive document is  Suppressed, where the Personally 
Identifiable Information (PII) such as the patient's name, 
phone number, etc. is suppressed and forwarded to the 
Summarization process. The input text document is 
classified into a sensitive document or not-sensitive 
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document based on the sensitive attributes such as 
diseases present in the given document [10], [11].  

Multinomial Naive Bayes and Logistic Regression 
Supervised classification techniques are used to predict 
the target label for the text document as sensitive or not 
sensitive based on the sensitivity context. Multinomial 
Naive Bayes is a popular probabilistic classifier based on 
Bayes Theorem. It uses probability to determine the label 
of a text grounded on prior knowledge of conditions. It 
calculates the probability of each tag which is further 
assigned for a given text and performs label prediction for 
the tag with the highest probability. Equation 1 describes 
posterior probability computation to perform the 
classification of documents based on sensitivity context.  

                           𝑃𝑃(𝑈𝑈|𝑉𝑉) =   P(V|U) P(V)
𝑃𝑃(𝑈𝑈)

                                   (1) 

where P(U|V) represents the posterior probability of U 
existence is True with a certain V is True, P(V|U) 
represents the maximum likelihood of U existence is True 
certain V is True, P(U) is the prior probability of U 
existence is true and P(V) is a marginalization of 
probability V existence is True. 

In this approach, to break the sentences as n-grams, 
the NLTK n-gram tokenizer module is used. The resultant 
tokens are considered features and the most frequent 
features are nominated to each predefined class. A feature 
set is constructed with the union of features that are 
nominated to predefined classes. The sensitive terms are 
represented as bag-of-words i.e., a vector xi = 
{xi1,xi2,xi3, . . . ,xin}, where xi is the number of times the 
vocabulary term appears in the text document.  MNB 
classifies documents as sensitive or not sensitive based on 
the posterior probability of the terms with their label 
occurrence  It is determined either by referring to actual 
sensitive content or consent about data disclosure from an 
individual patient [12]. 

Logistic regression is a binary classifier that performs 
prediction when the target variable is categorical. The 
Logistic Regression classifier estimates categorical 
dependent variable relationship with other independent 
variables and uses binary values of the dependent 
variable. Logistic Regression refers to predicted values 
probability scores that are related to the dependent 
variables i.e., sensitive terms in a range between 0 to 1 & 
also consider dependent variable natural logs of odds to 
find refined dependent variable by referring to a logit 
function. The value nearer to 1 is labeled as a sensitive 
document otherwise value nearing 0 is labeled as a not 
sensitive document. In the proposed approach a 
threshold value of 0.50 is used as a prediction threshold. 
The odds ratio determines the ratio of success to failure 
and the same is described in “(2)” where P is the 
probability of sensitive term occurrences in a document 

and 1-P is the probability of not occurring of sensitive 
terms in a document and  0 ≤ O ≤ ∞. 

                                               𝑂𝑂 = 𝑃𝑃
1−𝑃𝑃

                                       (2)      

                            Y(1|0) = b + wi Xi                                    (3)                                           

The predicted label Y is categorical and dependent on 
the independent variables and its co-efficient which is 
given in “(3)” where −∞ ≤ Xi ≤ ∞. The logit function is 
used to predict outcomes as a sensitive document or not 
sensitive document. The logit function depends on the 
probability of feature occurrences P and it is 0 < Pi < 1. 
Equation ( 4)  and Equation(5)  describes  the prediction 
of the test record label as sensitive or not sensitive where, 
0 < Pi < 1 [13]. 

                       Logit(Pi) = ln(
Pi

1−Pi
) = 𝑓𝑓(𝑥𝑥)                        (4)                      

 
                                       Pi = 𝑒𝑒𝑓𝑓(𝑥𝑥)

1+ 𝑒𝑒𝑓𝑓(𝑥𝑥)                                              (5)              
 

The sanitization approach takes the sensitive 
document as input and anonymizes the document 
partially by replacing it with synthetic data. Synthetic 
data is the artificial data created by the programmer to 
preserve the privacy of personal information. Explicit 
Identifiers are extracted and removed, whereas Quasi 
Identifiers are extracted and replaced with synthetic data. 
Feature Extraction is carried out using Regular 
Expressions which are specific to the healthcare domain 
[14], [15]. In generalization, both explicit identifiers and 
quasi-identifiers are extracted. Explicit Identifiers are 
extracted and removed. Quasi Identifiers are extracted 
and replaced with generic data. Extraction is carried out 
using Regular Expressions which are specific to the 
domain [16] Table 2 describes how the quasi attributes in 
a sensitive document are anonymized using the proposed 
approach. In suppression, the explicit identifiers present 
in the not-sensitive documents are extracted and later 
suppresses by replacing them with predefined non-
readable characters[17], [18].  Summarization is the 
process of highlighting medical information which helps 
the medical experts to identify records efficiently. 
Extractive summaries are created by borrowing phrases 
or sentences from the original input text [19]. The 
summarized document in which clinical terms such as 
dosage, drugs, duration, and frequency of medicine 
intake are mentioned. For better visual appearance 
medication strengths are highlighted. The outcome of the 
proposed approach is described in Figure 2. The text 
document segmentation breakdown a lengthy document 
into a shorter one. Shorter segments are sometimes 
dependent on grammatical rules or dependent on topic 
continuousness. The term frequency-inverse document 
frequency-based sentence weightage is used which helps 
to discriminate and add important domain requirement-
specific aspects in the generated summary. The 
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normalized frequency weights approach is used to 
discriminate repeated words in a specific document and 
from a generic corpus which may also contain stop words. 
To overcome it background information about the 
healthcare domain is used at the time of stop word 
removal. The stop word lists are used to eliminate the 
irrelevant words [20].  

 
Figure 2: Privacy Preserving Summary Generation Process 

The term weightage is approximated using the 
product of term frequency and inverse document 
frequency. The inverse document frequency 
normalization is used to determine the weightage. Let  Y 
= (y1, . . . , yd) be the terms in a document, and idfk is the 
kth term inverse document frequency. The weight wk can 
be calculated using "(6)" where the product of terms yk 

and ⅈⅆfk inverse document frequency weight is divided by 
maximum word frequency outcome is used for document 
normalization[21], [22]. 

          𝑤𝑤𝑘𝑘 = 𝑦𝑦𝑘𝑘⋅𝑖𝑖 𝑑𝑑𝑓𝑓𝑘𝑘
𝑚𝑚𝑚𝑚𝑚𝑚{𝑦𝑦𝑖𝑖⋯𝑦𝑦𝑑𝑑}

                                                (6) 

Terms with weight wk below is a certain threshold is 
set to weight value 0 and they are treated as not important 
terms. wk used to score the sentences. The average weight 
of words related to sentence Sr is used to calculate 
sentence significance. Average weight µw(Sr) of word 
w.r.t sentence Sr calculation described in “ (7)”.  

                Avg. Weight(Sr) = ∑ 𝑤𝑤𝑘𝑘𝑡𝑡𝑘𝑘Є𝑆𝑆𝑆𝑆
|{𝑡𝑡:𝑡𝑡𝑘𝑘Є𝑆𝑆𝑆𝑆}|

                                    (7)          

Sentences are sorted in descending order w.r.t. to 
calculated weightage. The sentences with a higher score 
are selected to produce a summary. Sentence selection for 
summary generation is dependent on the scoring 
approach used and the possibility of pairing different 
selection methods with different scoring methods. Table.2 
describes the anonymization of sensitive quasi attributes 
related to patients in the discharge summary before the 
summary generation. Sensitive quasi attributes 
anonymization mainly depends on the domain 
requirements and consent from the patients regarding the 
data disclosure [23], [24]. 

Quasi Identifiers in the discharge summary 
documents are either hidden or removed based on the 
type of privacy required by the user. Then for visual 
representation only the essential text data is extracted and 
displayed, hence it preserves the privacy of the individual. 
Algorithm-1 and Algorithm-2 describe procedures 
associated with the proposed system development.      

4.  Results and Discussions 

The summarization needs to find the important 
sections of the discharge summary. The summarization 
assessment can be done using content evaluation. In 
content evaluation, thoughts of the original document are 
available in the produced summary which is in turn 
relevant to human expert generated summary i.e., an 
ideal summary is analyzed. The Summarization 
assessment can be done using content evaluation. In 
content evaluation, thoughts of the original document are 
available in the produced summary which is in turn 
relevant to human expert generated summary i.e., an 
ideal summary is analyzed. Compression Rate (CR), 
Precision (P), and Recall (R) metrics are used to evaluate 
the generated summary and the same described in "(8)", 
"(9)" and "(10)". 

Algorithm 1: Privacy Preserving Hospital Discharge 
Report Generation. 

Input: Patient Discharge Summary Document. 
Output: Patient Privacy preserved and summarized 
discharge summary document. 

1. Preprocess discharge summary documents. 
2. Collect the consent about sensitive data disclosure 
from the user. 
for all preprocessed discharge summary documents do 

 Classify documents as sensitive /not-sensitive 
 based on disclosure consent from the user; 

 
 

 

  if a document is sensitive then        

  Prompt user for sanitization or 
generalization. 
Generate summary; 

   

      

Input
 Preprocessed & 

Anonymized Document

Tokenization-Sentences and 
Words

Weightage based extraction

Aggregation of relevant 
extractions to generate summary

Ouput

Privacy Preserved Summary 
Generation
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  else  not-sensitive document  then         

  Apply suppression. 
Generate summary; 

   

      

 end    

 end 
 

   

 

CR = automated summary length
length of the actual document

                                             (8) 

   P =  sentences in system summary+sentences in ideal summary
system summary overall  sentences 

      (9) 

 R = sentences in system summary+sentences in ideal  summaries 
ideal summary overall sentences

  (10)   

Table 2: Sensitive Quasi attributes Anonymization 

 
Generic Data 
 

Anonymized Data 

Name: 
Mr. John  [NAME] 

(Entity name) 

Name: 
Mr. John  [NAME] 

(Entity name) 
Age: 

43 years  [40-50] 
years (range) 

Age: 
43 years  [45.5] years 

(binning average) 
Date: 

12-03-2006  [DATE] 
 

Date: 
12-03-2006 [2006] 

(year) 
Record Identifier 

13456 
 
 

  Identifier 
##### 

Suppressed data 
 

 
Algorithm 2: Privacy Preserving Document 

 Summarization. 

Input:  Anonymized  Document. 

Output: Summarized Document. 

1. Identify the labels of interest related to the    

        requirement domain. 

2. Store domain-specific keywords in a list. 

3.  Initialize word dictionary WD. 

4:  Initialize sentence dictionary SD. 

 5:  initialize sentence score dictionary SSD.  

 for all the anonymized discharge 
summary documents       do 

   Sentence tokenization. 

Word Tokenization; 

 

 

    if a sentence is not in SD  then  

   

SD[sentence]= WD[word]  

 

    

    else    

    SD[sentence]+= WD[word];   

   end  

    end  

6.generate histogram with sentence weight 

 for  k exists in WD do 

WD[k]=WD[k]/maximum(WD.values()); 

end 

7. generate summary w.r.t highest sentence 
score 

 
The i2b2 data set used for experimentation consists of 

discharge summaries which have the following details 
particular to each patient and they are Disease victim or 
Patient-Attributes 

• Reason for admission 

• Past medical history 

• Medication on admission 

• Significant discoveries 

• Procedures and treatment offered. 

• Patient’s discharge state 

• Instructions to Patient/family  

• Physician’s details – one who attends patient during 
treatments. 

Figure 3 shows only the required details like a past 
medical history of a patient in the generated summary 
and details of drugs used in the patient medication are 
highlighted in colors.  

 
Figure 3: Summarized Medical History and Medicine prescription 

http://www.jenrs.com/
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Figure 4: Evaluation of  privacy preserving  text document 

Summarization 

The proposed approach uses tf-idf-based feature 
selection to generate the privacy preserved summary. It 
achieves better results when compared with word 
frequency where how many times a required word 
appears in the document sections without referring to 
sensitivity context. It performs well when compared to 
log-likelihood topic selection approaches where it 
requires a sample summary that contains the required 
terms and relevant terms probability distributions 
without referring to sensitivity context. The proposed 
approach compared against word frequency-based and 
log likelihood-based summarization approaches are 
described in Figure 4. 

 

Figure 5: tf-idf based summarization computational analysis. 

The proposed approach also generates a summary in 
a lower computational time since it has already classified 
the documents based on sensitivity context which is an 
automated process and not sensitive documents are 
directly subjected to summarization. When compared to 

word frequency and log-likelihood topic selection 
approaches where sensitivity context based selection and 
classification is not used. The computational evaluation of 
the proposed approach is described in Figure 5.  

5. Conclusion 

The proposed approach preserves the privacy of 
patients whose details are available in the discharge 
summary as unstructured text data. Extensive domain-
specific text pre-processing is required prior to the 
privacy preserved summary generation. The proposed 
approach uses a classification technique to initially 
categorize the discharge summary document based on 
sensitivity context.  The results indicate that the proposed 
tf-idf-based summarization computationally performed 
well when compared with other summarization 
techniques. It also preserves patient privacy without 
defying privacy constraints. 
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