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ABSTRACT: Robust and accurate localization is crucial for mobile robot navigation in complex indoor
environments. This paper introduces a robust and integrated robot localization algorithm designed
for such environments. The proposed algorithm, named Branch-and-Bound for Robust Localization
(BB-RL), introduces an innovative approach that seamlessly integrates global localization, position
tracking, and resolution of the kidnapped robot problem into a single, comprehensive framework. The
process of global localization in BB-RL involves a two-stage matching approach, moving from a broad
to a more detailed analysis. This method combines a branch-and-bound algorithm with an iterative
nearest point algorithm, allowing for an accurate initial estimation of the robot’s position. For ongoing
position tracking, BB-RL uses a local map-based scan matching technique. To address inaccuracies that
accumulate over time in the local maps, the algorithm creates a pose graph which helps in loop-closure
optimization. Additionally, to make loop-closure detection less computationally intensive, the branch-
and-bound algorithm is used to speed up finding loop constraints. A key feature of BB-RL is its Finite
State Machine (FSM)-based relocalization judgment method, which is designed to quickly identify and
resolve the kidnapped robot problem. This enhances the reliability of the localization process. BB-RL’s
performance was thoroughly tested in real-world situations using commercially available logistics
robots. These tests showed that BB-RL is fast, accurate, and robust, making it a practical solution for
indoor robot localization.

KEYWORDS Branch-and-bound, Global localization, Position tracking, Robot kidnapping

1. Introduction

The growing demand for mobile robots in tasks such as
repair, transportation, and cleaning necessitates the devel-
opment of efficient techniques for robot localization [1]–[5].
Particularly in known environments, robots should be able
to localize themselves within a prebuilt map, enabling them
to position themselves based on data collected from various
sensors. The problem of localizing mobile robots in indoor
environments can be categorized into three sub-problems:
position tracking, global localization, and the kidnapped
robot problem [6, 7]. This paper proposes a fast, robust,
and accurate algorithm to achieve indoor localization of
mobile robots, effectively solving the three localization sub-
problems simultaneously in real-world applications.

Recent advancements in indoor robot localization re-
search have shown significant progress, yet challenges
remain in simultaneously addressing three critical local-
ization issues. The first issue involves global localization.
Often, an initial pose is determined by observing the robot’s
approximate position in the environment to reduce compu-

tational effort and maintain localization stability. Despite
this, without an initial estimate, achieving desirable global
localization remains difficult.

The second issue is position tracking. Here, the chal-
lenge lies in the timely elimination of accumulated errors.
To address this, two main strategies are employed. The first
is simultaneous localization and mapping (SLAM), which
involves frontend scan matching and backend optimiza-
tion. While effective, SLAM methods are computationally
demanding and rely on loop-closure detection to correct
errors. The second strategy involves odometry, such as
visual or LiDAR odometry, which calculates the robot’s
relative pose incrementally using adjacent data. However,
these methods are prone to error accumulation over time,
making them suitable primarily for short-term tracking.

Finally, the third issue is the kidnapped robot problem.
This occurs when a robot, initially well-localized, is unex-
pectedly moved to an unknown location. This problem
can be split into two scenarios: real kidnapping, where
the robot is physically relocated by external forces such as

www.jenrs.com Journal of Engineering Research and Sciences, 3(2): 22-42, 2024 22

https://dx.doi.org/10.55708/js0302004
http://www.jenrs.com


Zhang et al., Robust Localization Algorithm

human intervention or an accident, and perceived kidnap-
ping, which results from localization failures. Addressing
this issue effectively remains a challenge for most existing
approaches.

Considering these aspects, we propose a robust and ac-
curate robot localization algorithm, which consists of three
parts: global localization, position tracking, and relocaliza-
tion judgment.

• The global localization algorithm, which is used to deter-
mine the robot’s initial pose, can be divided into two
stages. In the coarse matching stage, the branch-and-
bound algorithm based on depth-first search (DFS)
is used to promptly identify the absolute position of
the robot on the map without any initial estimate. In
the fine matching stage, the iterative nearest point
algorithm is used to perform iterative optimization to
determine the optimal initial pose of the robot. This
algorithm can rapidly converge anywhere on the map,
and the robot pose exhibits global optimality.

• The position tracking algorithm is used for the contin-
uous localization of the robot when the initial pose
is known. A local map-based scan matching method
is used to estimate the relative pose of the robot and
simultaneously build a local map. Moreover, a global
pose graph optimization algorithm is used to eliminate
the accumulated errors between local maps. Addi-
tionally, to ensure that the computing time is nonin-
tractable, a DFS-based branch-and-bound algorithm is
used to accelerate the process of identifying the loop
constraints.

• The relocalization judgment algorithm is used to address
the problem of robot kidnapping and eliminate the
accumulated errors of the robot. We propose an
FSM-based relocalization judgment method based on
confidence calculation and dual-threshold judgment
to effectively monitor the localization status of the
robot. When the calculated confidence is less than the
minimum threshold, the global localization algorithm
is invoked for localization recovery.

The main contributions of this research can be summa-
rized as follows:

1. Development of a Two-Stage Global Localization Algorithm:
We introduce a novel two-stage global localization
algorithm that combines the broad search capabilities
of the branch-and-bound algorithm with the local
optimization efficiency of the iterative closest point
algorithm. This ensures the robot quickly identifies
the globally optimal initial pose without relying on
any preliminary estimates.

2. Establishment of a Position Tracking Algorithm: Our re-
search incorporates a position tracking algorithm that
integrates frontend local map-based scan matching
with backend pose graph optimization. This approach
provides a highly accurate state estimation of the robot,
crucial for precise navigation.

3. Creation of an FSM-based Relocalization Judgment Algo-
rithm: We have developed an innovative FSM-based

relocalization judgment algorithm that utilizes an in-
flated occupancy grid map to minimize the impact of
sensor measurement noise. This algorithm is adept
at efficiently detecting instances of robot kidnapping,
thereby safeguarding against localization failures in
diverse scenarios and ensuring swift and effective
localization recovery.

4. Proposal of a Joint Localization Algorithm: The research
culminates in a comprehensive joint localization al-
gorithm capable of concurrently addressing the chal-
lenges of global localization, position tracking, and
robot kidnapping in indoor settings. The efficacy of
this algorithm has been rigorously validated using
commercial logistics robots, demonstrating its success-
ful application in real-world environments.

2. Related work

Consistent and efficient localization is a core concept of in-
door robot navigation, as knowledge of the robot position is
crucial in deciding future actions [8]. In recent years, several
researchers have focused on indoor robot localization [9].
However, most of the existing approaches focus on solving a
specific problem of localization (such as global localization),
which is fundamentally different from the motivation of our
work.

Localization refers to the procedure of determining the
robot pose with respect to its environment by using various
noisy sensors. According to the type of measurement data,
the sensors used in the process of robot localization can be
divided into two classes: proprioceptive sensors and extero-
ceptive sensors. Proprioceptive sensors (such as encoders
and IMUs) measure the robot motion by using deduced
reckoning to calculate the relative robot displacement [10]–
[12]. Since such sensors consider the instantaneous speed
or acceleration to estimate the robot state, the integrated
error in the localization process increases in a nonbounded
manner over time. Hence, such sensors are usually used
in combination with exteroceptive sensors that can deter-
mine the absolute positions to enhance the robot’s ability in
managing uncertainties [13]–[16]. Proprioceptive sensors
address position tracking issues due to their inability to
sense environmental information.

In addition to the methods based on proprioceptive
sensors for localization, several approaches use exterocep-
tive sensors to recognize the environment around a robot
to estimate the robot location. Among these methods,
SLAM is widely used. In terms of the primary type of
adopted sensor, the SLAM algorithm can be divided into
two classes: visual SLAM and LiDAR SLAM. Visual SLAM
aims to address the pose estimation of cameras with visual
information. This method has evolved from the use of
monocular cameras [17] to stereo cameras [18] and depth
cameras [19]. The classic variants of monocular SLAM
include ORB-SLAM [20], DSO [21], LSD-SLAM [22], and
SVO [23]. Certain researchers, [24] adapted ORB-SLAM to
a fisheye camera, tightly coupled visual information and
IMU data to robustly estimate the camera pose and used
the multimap technology to effectively solve the problem
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of localization failure. In another study [25], a rolling-
shutter camera and IMU were tightly coupled to minimize
the photometric error to estimate the robot pose. Other
researchers [26, 27, 28] used deep neural networks to elimi-
nate the scale ambiguity of monocular cameras and extract
high-level semantic features to enhance the system robust-
ness and accuracy. The classic variants of stereo SLAM
include ORBSLAM2 [29], ORBSLAM3 [30], PL-SLAM [31],
and SOFT2 [32]. An event camera [33] was used to ad-
dress the problems of high dynamics and low light, and the
depth estimation of multiple viewpoints was merged in a
probabilistic manner to build a semidense point cloud map.
Notable research on RGB-D SLAM includes that on the
RTAB-MAP [34], bundle fusion [35], and Kintinuous [36].
Moreover, a lightweight semantic network model was pro-
posed [37], which integrates multiple technologies such as
VIO, pose graph optimization, and semantic segmentation,
to achieve the high-precision reconstruction of the three-
dimensional environment. Deep learning techniques have
also been employed in visual SLAM to extract features, en-
hancing the algorithm’s ability to interpret and understand
the visual information as in LIFT-SLAM [38] and Object-
Fusion [39]. Because depth cameras can directly obtain
the depth information of the environment, their use has
been widely considered [40]. However, processing of the
depth data is computationally expensive, and it is difficult
to satisfy the real-time operation requirements of the CPU.
Moreover, the frontend odometry aspects of visual SLAM
can only estimate the relative pose of the robot, and back-
end loop-closure detection can only achieve relocalization
in similar scenes. Therefore, this approach cannot realize
global localization.

LiDAR SLAM can be divided into 2D LiDAR SLAM and
3D LiDAR SLAM according to the type of LiDAR used. The
classic 3D LiDAR SLAM algorithms include LOAM [41],
HDL graph slam [42], and SuMa++ [43]. LOAM exhibits
a high performance on the KITTI dataset, and thus, many
improved versions of this algorithm have been proposed.
In [44], the distinctive edge features and planar features
were extracted to achieve two-step Levenberg–Marquardt
optimization. In [45], the LiDAR and IMU data were tightly
coupled. The IMU preintegration factor was introduced
in the pose graph optimization to update the bias of the
IMU, and the accumulated errors were corrected through
loop-closure detection. Moreover, excellent schemes for
2D LiDAR SLAM have been proposed in recent years. The
classic filter-based algorithms include Fast SLAM [46] and
Gmapping [47], and graph-based algorithms include Karto
SLAM [48] and Cartographer [49]. Cartographer, devel-
oped by Google engineers, has been proven to be a complete
SLAM system that integrates localization, mapping, and
loop-closure detection. At the frontend of this algorithm,
the relative pose of the robot is calculated using the scan-
to-submap matching method, which has a significantly
lower accumulated error than the scan-to-scan matching
method [50]. Additionally, compared with the scan-to-map
matching method [51], it is considerably less computation-
ally intensive and can run in real time. Similarly, since the
origin of the robot localization is determined when initializ-
ing the algorithm, LiDAR SLAM is essentially an odometry

technique and cannot solve the problems of global localiza-
tion and robot kidnapping. To realize indoor localization,
2D LiDAR has been widely used due to its cost and accuracy.
Certain researchers [52] and [53] attempted to enhance the
accuracy of their localization system by using the extended
Kalman filter to achieve multisensor fusion. However, these
approaches cannot solve the problems of global localization
and robot kidnapping. In [54], a quasistandardized 2D
dynamic time warping (QS-2DDTW) method was proposed
to solve the problem of robot kidnapping. The approach
uses scan data for two consecutive ranges to obtain the
geometric shape similarity of the environment to determine
the robot state. Nevertheless, this approach cannot solve the
position tracking problem. However, other studies [55]–[59]
addressed the three major localization problems by using
the adaptive Monte Carlo localization algorithm. Notably,
using only ultrasonic sensors, the localization accuracy of
the order of decimeters can be achieved.

In addition to the two types of exteroceptive sensors for
localization, several wireless devices (such as WiFi, UWB,
Bluetooth, and RFID) can be deployed indoors to realize
reliable localization. In [60] and [61], the Kalman filter
was used to fuse IMU and UWB data to obtain a relatively
accurate robot pose. However, these approaches could
not solve the problems of global localization and robot
kidnapping. In addition, high accuracy localization was
achieved using commercial WiFi devices [62]. The robust
principal component analysis for extreme learning machine
algorithm (RPCA-ELM) could suppress the effect of mea-
surement noise in the localization process. In [63] and [64],
to enhance the robustness of localization, UHF radio fre-
quency identification technology was adopted. However,
the system accuracy depended on the RFID tag, and global
localization could not be realized at arbitrary positions.
Furthermore, localization was realized in [65] and [66] by
deploying a set of photoresistor sensors on a robot to collect
information regarding an LED array in the environment.
However, high-precision position tracking could not be
realized. In addition, a robot localization system based
on asynchronous millimeter-wave radar interference was
proposed [67], which used the interference between mul-
tiple millimeter-wave radars with known positions in the
environment to calculate the position of the robot. However,
the system exhibited limited localization accuracy.

In summarizing the state of the art in indoor robot lo-
calization, it is clear that researchers have made significant
strides using a variety of methodologies and sensor tech-
nologies. From SLAM implementations—both visual and
LiDAR-based—to sophisticated sensor fusion techniques
leveraging proprioceptive and exteroceptive sensors, in-
cluding the use of wireless technologies like WiFi, UWB,
Bluetooth, and RFID to enhance localization capabilities,
each method aims to address specific facets of the complex
challenge of localization, focusing on global localization,
position tracking, or resolving the kidnapped robot problem.

Despite these advances, a comprehensive solution that
simultaneously addresses all three critical challenges of
indoor robot localization remains elusive. Existing studies
tend to focus on optimizing specific aspects of localization
rather than offering a unified algorithm capable of han-
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dling global localization, precise position tracking, and the
kidnapped robot scenario in an integrated manner. This
gap in the research landscape underscores the innovative
potential of the proposed BB-RL algorithm, which aims to
provide a holistic approach to the multifaceted problem of
autonomous indoor navigation. By doing so, BB-RL aspires
to establish a new method in the field, offering a more ro-
bust, accurate, and comprehensive solution to indoor robot
localization than currently available methods.

Some literature mentions studies that attempt to address
all three major localization challenges simultaneously using
the Adaptive Monte Carlo Localization algorithm [55]–[59].
These studies illustrate the potential of multi-sensor fusion
and intelligent algorithms to enhance indoor localization
accuracy and robustness. However, despite offering a com-
posite solution, these approaches may still face limitations
in practical application, such as dependency on specific
types of sensors, the impact of environmental complexity on
localization accuracy, and challenges in maintaining high
precision in dynamic and unknown environments.

The Self-Adaptive Monte Carlo Localization (SA-MCL)
method represents an advancement in addressing the inher-
ent challenges of robot localization, including global local-
ization, position tracking, and the "kidnapping" problem,
where a robot is moved to an unknown location. Previ-
ous studies have shown that by employing the adaptive
Monte Carlo localization algorithm, significant strides can
be made in solving these three major localization challenges.
These methods, however, are predominantly based on 2D
environments and utilize ultrasonic sensors for sensing.

Transitioning from 2D to 3D environments introduces
new challenges for the Monte Carlo Localization (MCL)
algorithm. In [68], the authors propose a pure 3D MCL
localization algorithm to address these challenges directly.
Meanwhile, other approaches, such as the one by [69], adapt
2D MCL for localization in 3D maps. These methods il-
lustrate the diversity of strategies being explored to solve
localization problems in three-dimensional spaces using the
MCL framework in 3D Map. The demand for computational
resources and memory usage significantly increases in 3D
Monte Carlo localization due to the necessity to process
and track a much larger number of particles to accurately
estimate a robot’s pose in three-dimensional space. Each par-
ticle’s position, orientation, and weight must be maintained,
leading to escalated memory requirements as the particle
count increases. Furthermore, without prior knowledge of
the robot’s approximate location, distributing particles ef-
fectively throughout the three-dimensional space to ensure
comprehensive coverage and, by extension, the accuracy of
the localization process, presents a considerable challenge.
This challenge underscores the complexity of initializing
the algorithm in 3D spaces, which is vital for the successful
application of Monte Carlo localization methods in more
complex environments.

In [70], the authors developed a branch-and-bound
(BnB)-based 2D scan matching technique utilizing hier-
archical occupancy grid maps of varying sizes. While this
approach provides accurate and fast global localization on
2D maps, its processing time significantly increases when
applied to 3D maps. In [71], the authors advanced this

research by introducing a BnB-based method for 3D global
localization, which more effectively addresses the challenges
of extending the work of [70] to three-dimensional environ-
ments. However, these studies primarily focus on global
localization issues without offering an integrated solution.

In summary, despite attempts to address the three major
localization challenges simultaneously and the existence of
various methods focusing on solving specific issues, there
remains a significant research gap in developing an accurate
and robust comprehensive localization system. This high-
lights the importance and innovative value of proposing
new algorithms, such as the BB-RL algorithm introduced in
this paper, aimed at enhancing the performance of indoor
robot localization. The BB-RL algorithm seeks to overcome
the limitations of existing solutions through innovative tech-
niques and methods, providing a more comprehensive and
effective solution to meet the demands of complex indoor
environments for robot navigation.

3. System overview

3.1. Hardware setting

The hardware settings are shown in Figure 1. The adopted
autonomous mobile robot (AMR) is a commercial differen-
tial wheeled logistics robot, model IR300, which is equipped
with an Intel NUC8BEH minicomputer as the computing
platform of the robot; two SICK TIM561 LiDAR for range
measurements, which are deployed diagonally on the left
front and bottom right of the robot and have a measure-
ment frequency of up to 10 Hz; an inertial measurement
unit model LMPS-be1, which is used for high-frequency
linear acceleration and angular velocity measurement and
can exhibit a measurement frequency of up to 200 Hz; two
wheel encoders, which are used to measure the wheel speed
with a measurement frequency of up to 50 Hz.

3.2. System architecture

The system architecture of the proposed algorithm is shown
in Figure 2. The algorithm is composed of three parts: global
localization, position tracking, and relocalization judgment.

Figure 1: IR300 robot, manufactured by Sunspeed Robotics Ltd, Co.
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Figure 2: System architecture

In the localization process, we first obtain the robot’s
initial pose in the environment through the global localiza-
tion algorithm, which is a two-stage matching algorithm
composed of a branch-and-bound algorithm and an iterative
closest point algorithm. After determining the robot’s initial
pose, we implement the position tracking algorithm, which
uses the initial pose as the robot’s initial state to realize
local map-based scan matching. To effectively eliminate
the accumulated errors between local maps, we maintain a
global pose graph at the backend of the algorithm. When a
valid loop closure is detected, the algorithm is implemented
to correct the accumulated errors. Finally, we use a single
thread to implement the relocalization judgment algorithm
to monitor whether the robot can be located correctly when
the position tracking algorithm is used. When the confi-
dence of the current localization result is less than the set
dual-thresholds, the global localization algorithm is called
to reinitialize the algorithm.

4. Global Localization

Global localization, as an indispensable part of our algo-
rithm, is mainly used to determine the robot’s initial pose
and ensure localization recovery when the robot is kid-
napped. When the algorithm is implemented, we first con-
vert the prebuilt point cloud map into multiple occupancy
grid maps with different resolutions. Subsequently, we use
the DFS-based branch-and-bound algorithm to accelerate
the matching of the current LiDAR data with the occupancy
grid maps. Finally, the iterative nearest point algorithm
is used to continue the optimization on the computational
results of the DFS-based branch-and-bound algorithm and
ensure rapid convergence to obtain the optimal pose of the
robot.

4.1. Global search using the branch-and-bound algorithm

We formulate global localization as a search problem on the
occupancy grid map. The linear and angular search window
sizes can be easily determined according to the map size. To
ensure the search accuracy, we set the linear step size as the
grid size. The angular step size can ensure that the farthest
LiDAR point smax moves once without exceeding the map
resolution r. Thus, the angular step size ε can be estimated
using the following equation:

ε arccos1 −
r2

2s2
max

(1)

Furthermore, the integral number of steps covering the
set linear and angular search window sizes can be computed
as:

sx ⌈
S x

r
⌉, sy ⌈

S y

r
⌉, sθ ⌈

S θ
ε
⌉ (2)

where S x and S y are the linear search window sizes in
the x- and y-directions, respectively. S θ is the angular search
window size. sx and sy are the integral numbers of the
linear steps in the x- and y-directions, respectively, and sθ
is the integral number of the angular steps. If the center of
the occupancy grid map is assumed to be the origin of the
search process, the search set can be defined as:

W {−
1
2

sx, ...,
1
2

sx} × {−
1
2

sy, ...,
1
2

sy} × {−
1
2

sθ, ...,
1
2

sθ} (3)

Because the time to search an occupancy grid map in-
creases exponentially with increasing map size, we apply
the branch-and-bound algorithm to accelerate the search
process. In practical applications, we build a global search
tree to determine the initial pose for a given occupancy grid
map, where each node in the tree represents a search result.
The map search process is converted into node transversal
in the search tree, and the target is to identify the leaf node
with the best score.

In contrast to the breadth-first search-based branch-and-
bound algorithm, which traverses most of the nodes in the
search tree to identify the leaf node with the best score, we
use the DFS-based branch-and-bound algorithm to promptly
evaluate the nodes by performing a layer-by-layer search on
multiple occupancy grid maps with low to high resolutions
and prune the intermediate nodes that do not meet the
boundary conditions and all the corresponding subnodes.
Therefore, only a few nodes need to be traversed to identify
a leaf node with the best score. The flow of the algorithm is
illustrated in Figure 3.

Schematic of the DFS-based Branch-and-Bound Method
(Search Tree Depth d 3). The root node is implicitly divided
into different subnodes to form a set N0, and a node n0 is
extracted to illustrate the algorithmic process.

First, we use the prebuilt point cloud map to create
multiple occupancy grid maps with high to low resolutions.
Specifically, we first rasterize the point cloud map according
to the required highest resolution r0. The probability value
of each grid is averaged according to the number of point
clouds in the grid, and the resulting occupancy grid map
is denoted as map0. Subsequently, according to the depth d
of the global search tree, map0 is downsampled d − 1 times.
The resolution of mapii 1, ..., d − 1 obtained by each down-
sampling is doubled to 2ir0. Finally, we save these maps
from low to high resolutions.
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Figure 3: Schematic of the DFS-based branch-and-bound method (search
tree depth d 3). The root node is implicitly divided into different subnodes
to form a set N0, and a node n0 is extracted to illustrate the algorithmic
process.

Second, we consider the search strategy. In the global
search tree, the root node corresponds to the set of all possi-
ble solutions. We do not explicitly express this node but only
branch it into a series of child nodes, which can be denoted
as the set N0 of all possible solutions searched on mapd−1.
The leaf nodes represent a possible solution searched on
map0. Each node ni in the tree is represented as a tuple of
integers:

ni dx, dy, dφ, ch (4)

where dx and dy represent the position offsets in the x-
and y-directions relative to the origin of the search process,
respectively. dφ is the rotation offset relative to the positive
direction of the search process, and ch represents the height
of the search tree in which the node is located. Each node
in the search tree is defined as a search area with a certain
boundary.

Each node with ch > 1 can branch into four child nodes
of height ch − 1:

Nn {2dx, 2dx 1} × {2dy, 2dy 1} × {dφ} × {ch − 1} (5)

For each leaf node with ch 0, branching cannot continue
to generate new nodes. Thus, the search pose corresponding
to the leaf node is a possible solution. When the leaf node
with the best score is found, the optimal solution to the
problem can be expressed as

ξ∗n r0dx, r0dy, εdφ (6)

Finally, the upper bound calculation strategy is imple-
mented. An excellent upper bound can help promptly
identify the optimal solution to the problem. To ensure
the accuracy of the upper bound, when building multiple
occupancy grid maps with low to high resolutions, the
probability value of each grid in mapii 1, ..., d − 1 is the
maximum probability value of the corresponding 2i × 2i

grids in map0. Therefore, the grids on the occupancy grid
map with a lower resolution have a higher probability value:

S coren N

i1
Fch

MultimapTξn si (7)

where Fch
Multimap transforms the LiDAR point to the map

frame to obtain the probability of the corresponding grid
according to the prebuilt multiple occupancy grid maps.
The search process is essentially a table lookup process,
and thus, the computational complexity of the algorithm is
always maintained in a constant range. The specific steps of
the algorithm are shown in Algorithm 1.

Algorithm 1: Branch-and-bound Algorithm Based
on Depth First Search.

Input: current period t, current scan St , point cloud
map mp

Parameters : search tree depth d, search window
sizes S x, S y, S θ, occupancy grid map
highest resolution r0

Output: robot initial guess ξ∗n
Convert point cloud map mp to multiple occupancy grid
maps;

sx ← ⌈S xrd−1⌉;
sy ← ⌈S yrd−1⌉;
ε← arccos1 − r2

02s2
max;

sθ ← ⌈S θε⌉;
best_score← 0;
ch ← d − 1;
for jx ← −sx to sx do

for jy ← −sy to sy do
for jθ ← −sθ to sθ do

n← jx, jy, jθ, ch;
Push n into N0;

end
end

end
initialization;
Initialize a priority queue N to save each node in N0
according to the score;

while N , empty do
Pop the node n with the beat score from N;

end
if S coren > best_score then

if n is a leaf node then
ξ∗n ← ξn;
best_score← S coren;

end
else

Split n→ Nn :
{2dx, 2dx 1} × {2dy, 2dy 1} × {dφ} × {ch − 1};

Compute the score of each node in Nn;
Store each node in Nn into N according to the
score;

end
end

4.2. Optimization of the initial pose using the iterative nearest
point algorithm

Although the pose ξ∗n specified by the DFS-based branch-
and-bound algorithm has global optimality, the final search
accuracy is inevitably limited by the highest resolution of
the occupancy grid map. Hence, we use the iterative closest
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point algorithm to further optimize ξ∗n.
The iterative nearest point algorithm calculates the rigid

transformation matrix between the two sets of point clouds
in an iterative manner. We convert the matching problem
between the two sets of point clouds into a nonlinear least
squares problem and iteratively compute the rigid transfor-
mation matrix around the initial value ξ∗n. We assume that
the robot pose in the iterative process is ξ x, y, φ, the point
in the point cloud map is p′i , the current LiDAR point is pi,
and the error function e is defined as

eξ argmin
1
2

N

i1

∥∥∥pi − expξ∧ p
′

i

∥∥∥2
2 (8)

where exp· represents the exponential mapping of so3→
S O3. We can use iterative algorithms (e.g., Gauss–Newton
and Levenberg–Marquardt) to solve this problem. The Jaco-
bian matrix of the iterative update process can be expressed
as follows:

∂e
∂δξ

−I expξ∧ p
′

i
∧ (9)

The convergence speed of the iterative nearest point algo-
rithm is affected by the maximum number of iterations and
the robot pose difference calculated by two consecutive itera-
tions. When the algorithm is used on hardware-constrained
robot platforms, and it is necessary to consider the oper-
ating efficiency and localization accuracy, the convergence
conditions can be alleviated. Our algorithm provides a
satisfactory initial guess. Additionally, the number of point
clouds involved in the matching is small. Hence, the con-
vergence condition can be met after several iterations.

5. Position Tracking

The position tracking algorithm is of significance in enhanc-
ing the performance of the localization algorithm, especially
in challenging circumstances such as those involving map
expiration or environmental changes due to dynamic ob-
stacles. In this paper, we use a scan matching method that
aligns the current LiDAR data with the local map. The local
map contains a certain number of LiDAR frames, which are
expressed in an occupancy grid map. The map is updated
continuously with each new LiDAR data. When the local
map is built, it is added to the backend pose graph for
optimization. The accumulated errors are corrected with
the introduction of loop constraints to ensure the accuracy
of the position tracking algorithm.

5.1. Frontend local map-based scan matching

The matching process involves inserting the current LiDAR
data into the appropriate position in the local map. We
formulate this process as a local nonlinear optimization
problem, in which the LiDAR pose is optimized relative
to the current local map. The problem is solved using the
Gauss–Newton method. By iteratively optimizing the er-
ror function, a LiDAR pose with the highest probability
is identified. In the optimization problem, Tξ denotes the
transformation matrix that transforms the LiDAR data into
the local map. The error function can be expressed as:

Eξ argmin N

i1
1 − FTξ si

2 (10)

where F : R2 → R represents a bicubic interpolation
function that smooths the sum of the probability values of
each LiDAR point in the local map. Specifically, we assume
that Tξ s is defined as a point x, y in the two-dimensional
plane. In this case, the bicubic interpolation function is:

Fx, y 3

i1

3

j0
f xi, y jWx − xiWy − y j (11)

where f xi, y j is the probability of the four neighborhoods
xi, y j around the point x, y, and W· represents the weight of
the xi, y j interpolation on x, y, computed as:

Wx


a 2|x|3 − a 3|x|2 1 f or|x| ≤ 1

a|x|3 − 5a|x|2 8a|x| − 4a f or1 < |x| < 2
0 otherwise

(12)

where a takes values in the range −0.75,−0.5. Solving Eξ
is a local nonlinear optimization problem. Thus, a satisfac-
tory initial guess is critical. Before scan matching, we use a
two-stage pose prediction method to obtain this initial guess.
First, we use the extended Kalman filter (EKF) algorithm
to fuse the wheel odometry and IMU data. The process
uses these two types of data as observation information to
update the state of the moment, as in [12].

Second, we use a multilocal-map-based scan matching
method to further optimize the fusion result. The specific
process is shown in Algorithm 2.

In the beginning, we perform a 2× downsampling on
the local map to generate multiple local maps with resolu-
tions ranging from high to low. Subsequently, we intend to
find a LiDAR pose that maximizes the probabilities at the
current LiDAR data in the lowest resolution local map. The
initial pose is provided by the fusion result. Moreover, to
ensure the matching accuracy, the pose obtained by match-
ing against this local map is used as the initial value of
the subsequent matching. This process is repeated until
the matching against the highest resolution local map is
realized, and the optimal initial guess is obtained.

After identifying the appropriate position, we insert the
LiDAR data into the local map. This process updates the
probability value of the corresponding grid. Each insertion
of the LiDAR data is equivalent to adding an observation,
and the result of the observation is saved using a hit set and
miss set. According to the ray-tracing model, we use the
projected LiDAR point as the hit point and save the grid
point closest to this hit point in the hit set. Each grid point
passing through the rays between the hit point and LiDAR
data origin is saved in the miss set.

When the grid in the local map has never been observed
previously, the probability is zero. When the grid is ob-
served for the first time, it is assigned a probability value
determined by its set (hit set or miss set). Each subsequent
observation is based on the following formula to update the
probability value of the grid:
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Algorithm 2: Multilocal-map-based Scan Match-
ing.

Input: current local map mapt, current scan St
Parameters : search window sizes S x, S y, S θ,

downsampling times num
Output: ekf predicted pose ξek f

t , current predicted
matching pose ξmul

t

initialization;
2 times downsampling the current local map mapt to
form a set {map1

t ,map2
t , ...,mapnum

t };
count ← 0;
best_score← 0;
while count ≤ num do

rcur ← resolution of mapnum−count
t ;

sx ← ⌈S xrcur⌉;
sy ← ⌈S yrcur⌉;
ε← arccos1 − r2

02s2
max;

sθ ← ⌈S θε⌉;
for jx ← −sx to sx do

for jy ← −sy to sy do
for jθ ← −sθ to sθ do

score← K
k1 FT

ξ
ek f
t rcur jx,rcur jy,rcur jθ

hk;
if score > best_score then
ξek f

t ← ξek f
t rcur jx, rcur jy, rcur jθ;

best_score← score;
end

end
end

end
count ← count 1;

end
ξmul

t ← ξek f
t ;

S S − LogMeas (13)

where S is the probability value of grid s after observa-
tion z, S − is the probability value of grid s before observation,
and LogMeas represents the measurement model of the up-
date process, which can be defined as

S logOdds | z (14)

S − logOdds log
ps 1
ps 0

(15)

LogMeas log
pz | s 1
pz | s 0

, z ∈ {0, 1} (16)

where the logOdd function converts the product op-
eration between the probability values into an addition
operation, ps 1 is the probability that grid s is occupied
before the observation, and ps 0 is the probability that grid
s is free before the observation. According to the value of z,
LogMeas has two states. The specific value is determined
by the sensor characteristics.

5.2. Backend pose graph optimization

The local map-based scan matching method can only de-
crease the short-term accumulated errors. However, the

built local maps also accumulate errors over time, which can
be optimized by building a global pose graph in the backend.
In this process, we first use LiDAR frames that satisfy both
rotation and translation conditions as key frames. Subse-
quently, we add all the keyframes and local maps to the
pose graph as nodes to be optimized. Finally, the estimated
trajectory is smoothed according to the constraints between
the keyframe nodes and local map nodes. The optimization
process of the pose graph is shown in Figure 4.

After a new loop constraint is constructed in the backend
of the algorithm, we optimize the pose graph. We formulate
the optimization process as a nonlinear least squares prob-
lem, in which the error term describes the error between the
measured and estimated values. We consider the keyframe
i and local map j as examples. The pose of keyframe i in the
world frame is ξs

i , and the pose of local map j in the world
frame is ξ l

j. The error term can be expressed as

ei j zi j − hξs
i , ξ

l
j (17)

where zi j is the relative pose measured between keyframe
i and local map j, calculated through loop-closure detection.
hξs

i , ξ
l
j is the relative pose estimated between keyframe i

and local map j, which represents the result of the local
map-based scan matching.

The algorithm involves two types of constraints, namely,
internal and loop constraints. The internal constraints are
generated by keyframes and local maps that have subordina-
tion relationships. Specifically, the keyframes are inserted in
the local map. In contrast, the loop constraints are generated
by keyframes and other local maps, that is, the keyframes
are associated with historical local maps. When more local
maps are added to the pose graph, the time to identify
the loop constraints gradually increases. Therefore, a DFS-
based branch-and-bound algorithm is used to accelerate the
search for loop constraints.

The process of loop-closure detection is similar to that of
the DFS-based branch-and-bound algorithm used in global
localization, except that the search range is changed from
a global map to historical local maps. Hence, the search
window no longer contains the prebuilt map but a partial
area inside the local map. Because the frontend provides
the current pose estimation ξ f ront of the robot, we use the
pose as the search origin to traverse the search space around
it. The result ξloop is defined as

ξloop ξ f ront r0dx, r0dy, εdφ (18)
If k represents the constraint between local map i and

keyframe j, the error function can be expressed as

argmin K

k1
eT

kξ
s
k, ξ

l
kΣ
−1
k ekξ

s
k, ξ

l
k (19)

where Σ−1
k is the information matrix of the error term

formed by keyframe i and local map j. The objective of opti-
mizing the error function is to adjust ξs and ξ l to minimize
the trajectory errors formed by all nodes. Since no constraint
relationship exists between each local map and keyframe
in the pose graph, in solving the nonlinear optimization
problem, considerable time is not required to calculate the
Hessian matrix and only the pose increment needs to be
solved via the Cholesky decomposition.
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Figure 4: Schematic of the optimization of the backend pose graph.

6. Relocalization judgment

In numerous practical application scenarios, such as in ware-
house logistics, robots are required to accomplish specific
tasks within extensive workspaces. Due to the inability
to form loop closures within short periods, robots tend to
accumulate errors gradually. Furthermore, challenges arise
when incorrect observational data leads to ’robot kidnap-
ping’, making it arduous to achieve localization recovery
solely through position tracking algorithms.

In light of these challenges, we introduce an FSM (Finite
State Machine)-based relocalization judgment algorithm.
This algorithm initiates by acquiring the confidence level
of the robot’s current pose through the alignment of cur-
rent LiDAR data with an inflated occupancy grid map.
Subsequently, based on pre-set dual-threshold conditions,
we assess the necessity to engage the global localization
algorithm for timely localization recovery.

6.1. Confidence calculation and dual-threshold judgment

We use a method similar to the calculation of scores in
scan matching to verify the pose ξpt obtained by the po-
sition tracking algorithm. In contrast to the point cloud
registration algorithm that adopts the Euclidean distance to
calculate the matching score between the two point clouds,
we use the pose ξpt to project the current LiDAR data S
onto the occupancy grid map and calculate the sum of the
probability values of each LiDAR point si falling on the
corresponding grid:

S coreξpt
1
N

N

i1
MTξpt si (20)

where Tξpt converts the current LiDAR data S from the
LiDAR frame to the map frame, and M· is used to calculate
the probability value of each LiDAR point projected onto
the occupancy grid map.

In this process, the occupancy grid map is converted
from the prebuilt point cloud map. The resolution of this
map is the same as that of the local map generated by the
position tracking algorithm.

In practical applications, since there are relatively few
valid points in the LiDAR frame, the measurement error of
each valid point affects the confidence calculation results.

Considering this aspect, we use an inflated occupancy grid
map instead of the original occupancy grid map to suppress
the impact of LiDAR measurement errors.

In contrast to the cost map used to set the expansion
areas to avoid robot collisions, we use the inflated occu-
pancy grid map to reduce the error caused by noisy LiDAR
measurements. When designing the inflated occupancy
grid map, we first set the expansion radius rin f according to
the sensor range accuracy and extend it outward from the
obstacle to obtain the expansion area according to rin f . The
grid probability in the expanded area is

Pin f x, y e−kδd (21)

where δd is the distance between grid x, y and the ob-
stacle, and k is the scale factor. When k is large, the grid
probability Pin f x, y decreases rapidly. The probability of
Pin f x, y is limited to the range 0, 1. The process of generating
an inflated occupancy grid map is shown in Figure 5. We
update the confidence calculation formula as follows:

S coreξpt
1
N

N

i1
MIn f MapTξpt si (22)

Figure 5: Process of generating an inflated occupancy grid map.

After calculating the confidence according to the above
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formula, we use the dual-threshold judgment to evaluate
the pose ξpt .

1. When the confidence is greater than the set threshold
Th2, the LiDAR data are projected inside the expan-
sion area of the map, and the errors of the confidence
calculation are generated by the noisy LiDAR mea-
surements.

2. When the confidence is between the two thresholds
Th1 and Th2 Th2 > Th1, the accumulated errors exceed
expectations, and the robot kidnapping problem does
not occur. Therefore, we call the global localization
algorithm to complete the search in the local area near
the pose ξpt to correct the accumulated errors.

3. When the confidence is less than the set threshold Th1,
the robot kidnapping problem is considered to occur.
We invoke the global localization algorithm to search
the whole map. Specifically, the search window of the
branch-and-bound algorithm covers the occupancy
grid map to complete the localization recovery.

6.2. Relocalization judgment based on finite state machine

To monitor the localization state in real time, we use the
idea of a finite state machine to model the relocalization
judgment process. The mathematical model for a certain
finite state machine can be defined as

M Q,Σ, δ, q0, F (23)

where Q is a nonempty set consisting of a finite number
of states. According to the results of the position tracking
algorithm, the states of the whole algorithm are divided into
three categories: normal localization qnorm, large localization
error qerr, and localization failure qkid, which correspond to
three cases of the dual-threshold judgment. Therefore, Q
can be defined as

Q qnorm, qerr, qkid (24)

where Σ represents the set of all inputs that can be ac-
cepted by each state, that is, the set of trigger conditions
that cause the state transition. In this algorithm, we use the
result of the dual-threshold judgment as the trigger condi-
tion. Additionally, we use enorm, eerr and ekid to represent the
inputs of the algorithm in the transition between qnorm, qerr
and qkid. At this time, Σ is defined as

Σ enorm, eerr, ekid (25)

where δ : Q × Σ→ Q represents the state transition func-
tion, which is mainly based on the current trigger condition
e to complete the state transition of the algorithm from the
current state qcur to the second state qsec:

qsec δqcur, e (26)

where q0 is the initial state. F is the set of termina-
tion states, which is a subset of Q that represents that the
algorithm is acceptable in this state (for instance, qnorm).

At the beginning of the algorithm operation, the robot is
normally located. We first define the initial state q0 as the

state qnorm and subsequently determine the trigger condition
according to the result of the confidence calculation.

1. If the result of the confidence calculation is greater
than Th2, the condition enorm is triggered. The algo-
rithm maintains the state qnorm and outputs the result
of the position tracking algorithm.

2. When the result of the confidence calculation is be-
tween Th1 and Th2 Th2 > Th1, the condition eerr is trig-
gered. The algorithm executes the function δqnorm, eerr
to achieve the transition from qnorm to qerr, that is, the
global localization algorithm is called to perform a
search in the local range.

3. When the result of the confidence calculation is less
than Th1, the condition ekid is triggered. The algorithm
executes the function δqnorm, ekid for the transition be-
tween the two states of qnorm to qkid. Specifically, the
global localization algorithm is invoked to perform a
search on the global map.

The state transition relationship in the finite state ma-
chine is shown in Figure 6. The specific steps of the FSM-
based relocalization judgment algorithm are shown in Al-
gorithm 3.

Figure 6: State transition relationship in the finite state machine.

This algorithm is expected to solve the problem of robot
kidnapping. Hence, it is necessary to search for the best
matches on the global map. To ensure the stability of the
algorithm, we limit the number of calls to the global local-
ization algorithm to manage the errors in the confidence
calculation caused by environmental changes (such as dy-
namic environments). Our confidence calculation method
averages the matching probabilities of each LiDAR point
participating in the scan matching. The method exhibits a
certain degree of robustness in scenarios involving slight
environmental changes; however, its performance is limited
in cases involving severe environmental changes. Thus, it is
preferable to limit the number of calls to global localization.
When the set maximum number of times is reached, the
relocalization judgment algorithm is automatically termi-
nated.
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7. Experiments

As described in this section, we validate the robustness and
accuracy of our algorithm through extensive experiments.
First, we present the implementation details, including the
experimental environment and preparation steps. Second,
we describe the evaluation of our algorithm in a simulated
laboratory environment and analysis of the performance of
different parts. Finally, we assess the performance of our
algorithm in an actual workshop environment.

Algorithm 3: Relocalization judgment based on
finite state machine.

Input: current period t, current scan St , inflated
occupancy grid map m, position tracking
pose ξpt

Parameters :confidence thresholds Th1, Th2, Number
of relocalization Nrel

Output: optimal robot pose ξ∗t
initialization;
score← 0;
S tatusFlag← f alse;
count ← 0;
while S tatusFlag f alse do

score← S coreξpt ;
if score < Th2 then

if Th1 ≤ score ≤ Th2 then
ξ∗t ← GlobalLocalizationξpt , S t;
count ← count 1;

end
else
ξ∗t ← GlobalLocalizationS t;
count ← count 1;

end
end
else
ξ∗t ← ξpt ;
count ← 0;

end
if count ≥ Nrel then

S tatusFlag← true;
end

end

7.1. Implementation Details

Using the Gazebo physical simulation platform, we build
a virtual laboratory environment that mimics the layout
and dimensions of the real-world laboratory. In such a
typical structured environment, we use a simulated jackal
robot with basic sensors (e.g., 2D LiDAR, IMU, and wheel
encoders) to perform the experiments. To perform the as-
sessment in an actual workshop environment, we use the
IR300 commercial logistics robot to conduct the experiments.
The environments are shown in Figure 7(a) and Figure 7(b).

In the preparation stage, we use an open-source 2D Li-
DAR SLAM algorithm to build a point cloud map of the
environment. The process can be divided into three stages:

1. Data preprocessing: Raw sensor data for time synchro-

nization are collected to alleviate the errors caused by
the difference in the working frequency of different
sensors;

2. Mapping: The handle is used to ensure that the robot
can traverse the complete environment to build a point
cloud map in real time;

3. Postprocessing: The built point cloud map is filtered
to eliminate anomalies and outliers.

(a) Simulated laboratory environ-
ment with dimensions of 20 m×20
m.

(b) Actual workshop environment
with dimensions of 30 m×60 m

Figure 7: Experiment environment.

7.2. Localization experiment in the simulated laboratory environ-
ment

We first test the global localization in the simulated labo-
ratory environment. The size of the laboratory is approxi-
mately 20 m×20 m; thus, we set the linear search window
sizes in the x- and y-directions as 30 m, respectively, and
the angular search window size is set as 2π. The depth
of the search tree in the branch-and-bound algorithm is
7. Correspondingly, there exist seven built occupancy grid
maps, in which the highest resolution of the occupancy
grid map is r0 0.4 m. To ensure that the iterative nearest
point algorithm can achieve the highest accuracy, we set
the maximum number of iterations as 100 and maximum
tolerance of two consecutive iterations as 10−13.

In the experiment, we select six positions on the map to
test the performance of the algorithm. To uniformly cover
the free space of the environment, the selected adjacent
positions are separated by ∆d 5 m, and the orientations of
each position are uniformly distributed in −π, π, as shown
in Figure 8(a). When the robot starts operating, it automati-
cally implements the global localization algorithm to obtain
the robot’s initial pose based on the current LiDAR data, as
shown in Figure 8(b) and Figure 8(c).

ex and ey denote the position error between the real posi-
tion and estimated position of the robot, and eφ represents
the difference between the real and estimated orientations.
In addition to these standard criteria, we consider the run-
time and success rate of the algorithm. The runtime refers to
the time from the beginning of the algorithm to the time at
which the final result is obtained. The success rate describes
the probability of successful localization at the specified
position. When the error between the real position and
estimated position of the robot is less than 0.05 m and the
orientation error is less than 2◦, the localization is considered
successful. We perform 20 experiments for each specified
position.
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(a) Positions selected on the map for the
global localization experiment

(b) Before global localization at #3 (c) Global localization at #3

Figure 8: Evaluation of the global localization algorithm in the simulated laboratory environment.

In the test, we verify the performance of the proposed al-
gorithm. Hence, a comparison experiment is not conducted
for the following reasons:

1. The localization result is compared with the real posi-
tion of the robot;

2. Few open-source algorithms can achieve global local-
ization. Actual results for the few algorithms that
can accomplish this function have been extensively
reported. Therefore, the details do not need to be
presented.

According to Table 1, the average orientation error is
less than 0.2◦, the average position errors in the x- and
y-directions are less than 0.03 m and 0.01 m, respectively.
As described in Section 4, the search accuracy of the branch-
and-bound algorithm is limited by the highest resolution of
the occupancy grid map (0.4 m). However, the two-stage
matching algorithm achieves a localization accuracy that
is higher than that of algorithms that use an occupancy
grid map with a resolution of 0.05 m for scan matching.
Moreover, we achieve a 100% localization success rate in
each position.

The runtime varies considerably across positions (Fig-
ure 9). According to the runtime of each stage in the global
localization algorithm, the most notable time consumption
pertains to the determination of the initial pose by the
branch-and-bound algorithm. In contrast, the runtime of
the iterative closest point algorithm is stable and occupies
only a small proportion. Although the runtime does not
meet the requirements of real-time localization, considering
the actual size of the map used in the search process, our
algorithm can promptly find the global pose of the robot and
dramatically decrease the time associated with redundant
calculations.

In the algorithm, when the depth (d 7) is constant,
the resolution r0 of map0 used in the branch-and-bound
algorithm directly influences the localization accuracy and
runtime. We analyze the impact of the different resolu-
tions r0 on the algorithm at position 4 −6.33, 1.23,−45◦. The
results are shown in Table 2. When r0 is small, although
the solution obtained by the branch-and-bound algorithm
is closer to the optimal solution, the search time is large.
In contrast, the proposed algorithm achieves a reasonable
balance between the efficiency and localization accuracy.
The localization result obtained by the proposed algorithm

does not considerably fluctuate with the change in r0, and
the runtime is exponentially decreased.

Figure 9: Runtime distribution for specific positions (BBS: branch-and-
bound algorithm, ICP: iterative closest point algorithm, BB-RL: proposed
algorithm).

To assess the accuracy of our algorithm, we conducted
50 experimental runs in the simulation environment, and
for each run, we randomly selected a position on the map
to measure the error. The results are shown in Figure 10.
The average position errors in the x- and y-directions are
0.02037 m and 0.00648 m, respectively. The average ori-
entation error is 0.00129 rad, and the average runtime is
576.35 ms. Additionally, the maximum position error in
the x- and y-directions are 0.0317 m and 0.0185 m, respec-
tively. The maximum orientation error is 0.00353 rad, and
the maximum runtime is 1027.67 ms.

Next, we conduct the position tracking experiment. We
assume that the robot’s initial pose is known (automatically
obtained by Gazebo). In the test, the robot moves in a
circle around the indoor environment. The starting and
ending points coincide. We evaluate the error of the robot
between the starting and ending points. The process is
shown in Figure 11. As a reference, we compare the AMCL
and Cartographer frameworks to verify the accuracy of the
algorithm.

In the parameter settings, the number of local maps for
multi-local-map-based scan matching was established as 3.
For loop-closure detection, the linear search window size
was set at 20 m and the angular search window size for loop
detection at 2π radians. Additionally, the search depth was
defined as 7.

The trajectory of each algorithm is shown in Figure 12.
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Table 1: Global localization results for specific positions in the simulated laboratory environment.

Position exm eym eφrad Runtimems Success Rate%

#1 0.0249 -0.00631 0.000119 277.806 100
#2 0.0130 -0.00529 0.00123 440.500 100
#3 0.0191 -0.00455 0.000581 585.314 100
#4 0.0236 -0.00971 0.00267 380.872 100
#5 0.0246 -0.00933 0.000609 809.102 100
#6 0.0180 -0.00303 0.000237 734.903 100
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Figure 10: Experimental results of 50 positions randomly selected for global localization in the simulated laboratory environment.

(a) Operation of the robot in the
simulated laboratory environment

(b) Real-time trajectory of the
robot shown on the map

Figure 11: Evaluation of the position tracking algorithm in the simulated laboratory environment.
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Table 2: Experimental results of global localization algorithm at position 4 with different resolutions r0.

r0 exm eym eφrad Runtimems

0.5m
BB-RL 0.02319 0.00626 0.00426 329.356
BBS 0.33 0.27 0.03045 262.846

0.4m
BB-RL 0.02236 0.00546 0.00271 411.043
BBS 0.07 0.03 0.01378 295.019

0.3m
BB-RL 0.02332 0.00480 0.00609 647.166
BBS 0.03 0.03 -0.03621 531.401

0.2m
BB-RL 0.02331 0.00633 0.00209 1069.53
BBS 0.07 0.03 0.00163 1016.26

0.1m
BB-RL 0.02019 0.00332 0.00584 6069.81
BBS 0.03 0.03 -0.00288 5980.87

0.05m
BB-RL 0.02148 0.00370 0.00198 31851
BBS 0.02 0.02 0.00211 31808.9

Results obtained using AMCL, Cartographer, and the pro-
posed algorithm are relatively close to the ground truth
because the sensor data obtained in the simulation environ-
ment are ideal, and no sensor failures or other emergencies
occur. However, according to the analysis of trajectory de-
tails, the proposed algorithm fits the ground truth more
closely. According to the trajectory error comparison shown
in Table 3, the proposed algorithm outperforms the com-
pared algorithms in terms of the accuracy. The Figure 13
shows the time-based error of the position on both the x-
axis and y-axis, as well as the orientation error during the
position tracking experiment.

Figure 12: Comparison of trajectories of different position tracking algo-
rithms in a simulated laboratory environment.

Finally, the relocalization experiment is conducted. Since
the correction of the accumulated errors is reflected in the
experimental results of the position tracking, we test only
the localization recovery ability of the algorithm in the case
of robot kidnapping. First, we initialize the robot and con-
trol it to move in the environment. Second, we suddenly
move the robot to positions A, B, C, and D (Figure 14) to
artificially create a robot kidnapping situation to verify the
effectiveness of the relocalization. Due to only a few existing
open-source algorithms can solve the robot kidnapping
problem. Additionally, no uniform standard for the ex-
perimental procedure exists. Hence, we do not conduct a
comparison experiment in this test.

Table 3: Comparison of the position tracking error in the simulated labora-
tory environment.

exm eym eφrad

BB-RL 0.01398 -0.00176 0.00108
AMCL -0.06515 -0.070497 -0.0278

Cartographer -0.05141 0.043688 0.00232

(a) Position error in the x-direction and y-direction

(b) Orientation error in the y-direction

Figure 13: Time-based error analysis of the BB-RL position tracking algo-
rithm compared to ground truth data.

Before the test, to ensure that the map has the same reso-
lution as that of the local map used in the position tracking
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algorithm, we convert the prebuilt point cloud map into an
occupancy grid map with a resolution of 0.05 m. According
to the range accuracy of the LiDAR, the expansion radius rin f
is set as 0.1 m, the scale factor is set as 1, and the thresholds
Th1 and Th2 are set as 0.5 and 0.8. The experimental results
are shown in Figure 15.

(a) Specific positions to which the
robot travels

(b) Position at which robot kidnap-
ping occurs

Figure 14: Process of relocalization experiment in the simulated laboratory
environment.

(a) Relocalization at #A (b) Relocalization at #B

(c) Relocalization at #C (d) Relocalization at #D

Figure 15: Relocalization results for positions A, B, C, and D following a
robot-kidnapping.

The quantitative results are shown in Table 4. Among
these results, the average position errors in the x- and y-
directions are less than 0.03 m and 0.01 m, respectively, the
orientation error is less than 0.1◦, the runtime is within 600
ms, and the success rate at each position is consistent with
global localization, remaining at 100%. From the overall
perspective, the relocalization results are similar to those of
the global localization in the simulation environment. When
the relocalization judge algorithm is used to identify if the
robot is kidnapped, localization recovery can be effectively
realized by calling the global localization algorithm.

7.3. Localization experiment in the actual workshop environment

A global localization experiment is conducted in the actual
workshop environment. In this experiment, the parameters

of the branch-and-bound algorithm are changed. Because
the size of the workshop is approximately 60 m ×30 m, we
set the linear search window sizes in the x- and y-directions
as 70 m and 40 m, respectively. All other parameter settings
are the same as those in the global localization experiment
in the simulated laboratory environment.

Similarly, we select six positions on the map to analyze
the performance of the algorithm. Each adjacent position is
separated by ∆d 15 m, and the orientation of each position
is uniformly distributed in −π, π. The selected positions are
shown in Figure 16. The localization process of position 3 is
shown in Figure 17 and Figure 18. The evaluation criteria
and number of experiments are the same as those in the
global localization experiment in the simulated laboratory
environment.

Figure 16: Positions selected on the map for the global localization experi-
ment.

Figure 17: Robot-kidnapping on position #3.

Figure 18: Global localization on position #3.

According to Table 5, the average position errors in the
x- and y-directions are less than 0.032 m and 0.02 m, re-
spectively, and the average orientation error is less than
1.2◦. Compared with the experimental results of global
localization in the simulated laboratory environment, the
error of global localization in the workshop environment is
significantly larger. The sensor noise and interference of the
dynamic environment in the actual environment are more
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Table 4: Relocalization results for specific positions in the simulated laboratory environment.

Position exm eym eφrad Runtimems Succuess Rate%

A 0.02448 0.000870 -0.000313 401.946 100
B 0.02017 -0.00485 0.000605 376.736 100
C 0.02452 0.00723 -0.00116 538.637 100
D 0.02205 0.00374 0.00114 329.169 100

Table 5: Global localization results for specific positions in the actual workshop environment.

Position exm eym eφrad Runtimems Succuess Rate%

#1 0.02261 -0.00402 0.00711 459.686 100
#2 0.02289 -0.00326 0.00884 605.213 100
#3 0.02382 0.01919 0.01673 633.351 95
#4 0.03064 0.01212 0.01193 1260.876 90
#5 0.02819 0.00895 0.00416 833.633 95
#6 0.02775 -0.01226 0.01938 671.117 95

unpredictable than those in the simulation environment
and directly affect the localization accuracy.

The success rate is slightly decreased at positions 3-6 be-
cause the current LiDAR data tend to produce mismatches
with the occupancy grid map. The runtime associated with
each stage in the global localization algorithm (Figure 19)
shows that the overall runtime at each position increases. Es-
pecially, at position 4, the overall running time is 1260.87 ms,
1226.81 ms of which correspond to the branch-and-bound
algorithm. This finding demonstrates that most of the time
consumed by the global localization algorithm pertains to
the branch-and-bound algorithm implementation.
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Figure 19: Runtime distribution for specific positions.

Moreover, in this experiment, we test the impact of dif-
ferent resolutions r0 of map0 used in the branch-and-bound
algorithm on the localization accuracy and runtime when
the depth (d 7) remains unchanged. The experimental
results at position 1 −0.43,−0.365, 0◦ are shown in Table 6.
Compared with the results of the simulated laboratory en-
vironment, the runtime at different resolutions r0 is higher
due to the increased size of map0. However, the proposed
algorithm exhibits similar localization accuracies at different
resolutions r0. Therefore, we can choose r0 0.4 m to balance
localization efficiency and accuracy.

Table 6: Experimental results of global localization algorithm at position 1
with different resolutions r0.

r0 exm eym eφrad Runtimems

0.5m
BB-RL 0.02313 -0.00623 0.00505 398.397
BBS -0.145 0.31 0.0333 369.458

0.4m
BB-RL 0.02281 -0.00172 0.00545 532.387
BBS -0.145 0.11 0.0133 507.262

0.3m
BB-RL 0.02273 -0.00901 0.00462 934.256
BBS -0.145 -0.09 0.03 910.888

0.2m
BB-RL 0.02205 -0.01520 0.00489 1878.96
BBS 0.055 -0.09 0.00667 1864.33

0.1m
BB-RL 0.01898 -0.01287 0.00465 14806.3
BBS 0.055 0.01 0.0133 14796.1

0.05m
BB-RL 0.02157 -0.00126 0.00537 296631
BBS 0.005 0.01 0.01167 296612

To assess the accuracy of the global localization algo-
rithm, we conducted 50 experiments in a real-world envi-
ronment. For each experiment, we randomly selected a
position on the map to evaluate the error. The results are
shown in Figure 20. The average position errors in the x-
and y-directions are 0.02516 m and 0.0079 m, respectively.
The average orientation error is 0.0089 rad, and the average
runtime is 734.18 ms. Additionally, the maximum position
errors in the x- and y-directions are 0.03675 m and 0.02669
m, respectively. The maximum orientation error is 0.0193
rad, and the maximum runtime is 1407.48 ms. Compared
with the results in the simulated laboratory environment,
the position error and runtime are higher, although the
actual engineering needs can still be satisfied.

Next, we perform the position tracking experiment. First,
we assume that the robot’s initial pose is the origin of the
map in this experiment. Subsequently, we control the robot
to move in a circular path in the workshop to return to the
starting point. Finally, the error between the starting point
and ending point is calculated as the accuracy criterion. As
a reference, we compare the results of EKF fused with IMU
and wheel odometry, AMCL, and Cartographer to verify
the accuracy of the algorithm. The experiment is shown in
Figure 21 and Figure 22 .
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Figure 20: Experimental results of 50 positions randomly selected for global localization in the actual workshop environment.

Figure 21: Operation of the robot in the actual workshop environment

Figure 22: Real-time trajectory of the robot shown on the map in the actual
workshop environment.

All the parameter settings are the same as those in the
position tracking experiment in the simulated laboratory
environment. The trajectory of each algorithm is shown
in Figure 23. Notably, (1) the trajectory error associated
with the EKF fusion is the largest; (2) there exists a certain
deviation in the local details between each trajectory; and
(3) the trajectory of the AMCL near the starting point is not
closed.

Figure 23: Comparison of trajectories of different position tracking algo-
rithms in an actual workshop environment.

According to Table 7, the position error in the x-direction
of EKF fusion is approximately 1 m, the position error in
the y-direction of AMCL is approximately 0.9 m, and the
orientation error of AMCL exceeds 4.5◦. In contrast, the pro-
posed algorithm achieves satisfactory results in all aspects:
the position errors in the x- and y-directions are both less
than 0.05 m, and the orientation error is less than 1◦.

Table 7: Comparison of position tracking errors in the actual workshop
environment.

exm eym eφrad

BB-RL -0.03780 0.04696 0.01111
AMCL 0.16055 0.87677 0.08407

Cartographer -0.08248 0.12581 0.01017
IMUOdom -0.96486 0.16832 0.05129

Finally, a relocalization experiment is conducted in the
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(a) Specific positions to which the robot travels (b) Position at which robot kidnapping occurs (c) Relocalization at #A

(d) Relocalization at #B (e) Relocalization at #C (f) Relocalization at #D

Figure 24: Relocalization results for positions A, B, C, and D (the red line represents the trajectory of the robot before robot kidnapping occurs, the
measurement data of the LiDAR are represented by the green line, and the position of the robot is represented by the orthogonal coordinate axes)

Table 8: Relocalization results for specific positions in the actual workshop environment.

Position exm eym eφrad Runtimems Succuess Rate%

A 0.02819 0.00895 0.00416 904.561 95
B 0.02686 -0.00881 0.00632 630.238 95
C 0.02246 -0.00195 0.00937 374.754 100
D 0.02302 -0.00736 0.00207 434.718 100

actual workshop environment. The same experimental
method as that of the relocalization experiment in the simu-
lated laboratory environment is followed: First, the robot
is controlled to move in the workshop through the handle.
Second, a robot kidnapping situation is created by artificially
moving the robot to positions A, B, C, and D (Figure 24(a)
and Figure 24(b)). Finally, the position error and orientation
error of different positions are calculated. In terms of the
parameter settings, the thresholds Th1 and Th2 are set as 0.5
and 0.75, respectively. The resolution of the inflated occu-
pancy grid map is 0.05 m, the expansion radius rin f is set as
0.2 m, and the scale factor k is set as 1. The experimental
results are shown in Figure 24(c), Figure 24(d), Figure 24(e)
and Figure 24(f).

According to Table 8, the error in the actual workshop
environment is higher than that in the simulated laboratory
environment. At position A, the position error in the x-
direction exceeds 0.028 m, the orientation error exceeds 0.2◦,
and the runtime is close to 1 s. Additionally, the runtime
at positions C and D is significantly decreased with values
of only 374.754 ms and 434.718 ms, respectively. For the
success rate, relocalization failures occur at positions A and
B. However, overall, the success rate is maintained at each
selected position.

Building on the introduction of the Branch-and-Bound
for Robust Localization (BB-RL) algorithm, the experimental
findings can be effectively summarized. The BB-RL algo-
rithm offers a potent solution for indoor robot localization
by harmoniously integrating position tracking, global local-

ization, and the resolution of the kidnapped robot dilemma
within a cohesive framework. The evaluation shows that
BB-RL achieves a balance among speed, accuracy, and ro-
bustness, establishing it as an effective and practical choice
for indoor robot localization scenarios.

In summary, the proposed trajectory aligns more closely
with the ground truth compared to those generated by other
compared algorithms. The BB-RL algorithm surpasses
competing algorithms in accuracy. Regarding the kidnap-
ping problem, robots equipped with BB-RL successfully
overcome localization failures, maintaining a commendable
success rate. The effectiveness of the BB-RL algorithm in
solving the three core localization challenges has been con-
firmed in real-world settings, achieving sustained accuracy
and an appropriate execution frequency. This underscores
the algorithm’s viability and efficiency in practical appli-
cations, particularly in navigating and localizing within
indoor environments.

8. Conclusion and Future Work

A robust and accurate localization is crucial for effective path
planning, precise motion control, and reliable obstacle avoid-
ance in the field of autonomous robotics. Recognizing the
need for accurate and robust localization in real-world ap-
plications, this paper presents a BB-RL (Branch-and-Bound
for Robust Localization) algorithm for indoor mobile robots.
Its novelty lies in the comprehensive and integrated ap-
proach to addressing the three key localization tasks: global
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localization, position tracking, and the kidnapped robot
problem.

The approach begins with a two-stage global localization
algorithm to determine the robot’s initial pose. A DFS-based
branch-and-bound algorithm ensures the search solution is
globally optimal. To achieve localization precision beyond
grid resolution, the iterative closest point (ICP) algorithm
refines this solution locally.

For continuous position tracking, a local map-based scan
matching technique is used. To achieve reliable results, a
two-tier prediction method combining an Extended Kalman
Filter (EKF) with multi-local map-based scan matching is
proposed, ensuring initial guesses converge to the global
optimum. Additionally, a global pose graph is constructed
to minimize accumulated errors across local maps, while a
DFS-based branch-and-bound algorithm accelerates loop-
closure detection.

Long-term stability of the algorithm is maintained
through an innovative Finite State Machine (FSM)-based
relocalization judgment method, which uses an inflated
occupancy grid map to reduce LiDAR measurement noise
effects on confidence calculations. A dual-threshold judg-
ment strategy accurately identifies the robot’s localization
state, triggering the global localization algorithm as needed
for timely localization recovery.

In conclusion, our algorithm shows out for its robust-
ness, scalability, and practicality, underscored by its fast
processing capabilities. Extensively tested in both simu-
lated laboratory environments and real-world workshops,
it has also been successfully implemented on a commercial
logistics robot platform. This deployment demonstrates not
only its high localization accuracy but also its robust and
rapid performance in diverse operational contexts.

Finally, we have underscored the advantages of our local-
ization framework, especially in indoor environments prone
to localization difficulties, such as logistics warehouses and
factory inspections. These environments require a robust
and accurate localization algorithm. By integrating existing
sensor data with advanced algorithms, our framework sig-
nificantly improves localization accuracy and robustness in
these complex scenarios.

In the future, our research will focus on utilizing a
broader array of features for robot localization, including
the features from 3D point cloud maps and camera sensors.
These data types promise to enhance localization accuracy
by providing a richer set of environmental information.
However, incorporating these algorithms and features is
expected to increase computational demands. A key direc-
tion for our future work will be to find a balance between
integrating these diverse and multi-dimensional features
and maintaining efficient processing speeds. We aim to in-
tegrate 3D point cloud features for improved relocalization
without compromising computational efficiency.

Another aspect of our future work will address the chal-
lenges posed by complex, dynamic environments, such as
scenarios where robots are surrounded by crowds. Identify-
ing the cause of localization failures—whether due to actual
kidnapping scenarios or temporary disruptions caused by
dynamic environmental factors—and deciding whether to
initiate relocalization presents a challenge we plan to ad-

dress. This involves differentiating between true kidnapping
situations and temporary conditions caused by dynamic
environments, thereby guiding the decision on whether
relocalization is necessary.

This comprehensive approach, leveraging a variety of
data sources and technologies, is designed to ensure that
localization challenges, even in the most demanding en-
vironments, can be effectively addressed. Our goal is to
provide a more comprehensive and reliable solution for
indoor robot localization, overcoming current limitations
and preparing for future challenges.
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