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ABSTRACT: Neural Network regression (NNR) is considered more effective as compared to multiple neural networks model readily available in Azure to evaluate the Remaining Useful Life (RUL) of bearing in this work because it performs better than other models when used and was demonstrated as a non-programing technique for analyzing enormous data without the use of Hive, Hadoop, Pig, etc. To complement the earlier paper, we further used statistical means in verifying our results. Using this non-parametric non-linear approach is intuitively appealing to forecast the Remaining Useful Life (RUL) of a bearing. Over the years the Azure cloud service platform has gained recognition as a major forecasting technique toolbox of forecasters, NNR model implementations have surged, hence its inclusion here on its’ use on the NASA FEMTO-ST Institute (Franche-Comté ÉlectroniqueMécaniqueThermique et Optique - Sciences et Technologies) bearing dataset. Azure is a machine learning platform from Microsoft that allows developers to write, test, and deploy algorithms and has been motivationally proven adequate and useful for predicting the RUL of bearings. As seen in so many recent articles, NNR Artificial Intelligence is a model among many others readily available for computing on the platform that has been successfully used for non-programming of the enormous dataset and applied for forecasting the RUL of Bearing. This has added value in the forecasting phase. The novelty in this work is related to the application of NNR where we were able to combine the Dickey-Fuller Test with NNR to ensure that the data needed to be used with NNR is fit for application to yield optimal prediction results and our previous result from the past paper was further established. A satisfactory judgmental result was obtained; making Azure’s work studio a reasonable place to predict without much programming expertise. We tested the findings from the National Aeronautics and Space Administration (NASA) database for the person that came first in the competition by comparing our Azure model observations with the NNR observations collected. Ultimately, we showed the finding is enhanced by the AZURE model.

Keywords: Artificial Intelligence Model, Forecasting, Microsoft Azure Machine Learning, Neural Network regression (NNR), Remaining Useful Life (RUL), Multilayer perceptron (MLP)

1. Introduction

This paper is an extension of work originally presented in [1], which involves the prediction of the remaining useful life of bearings thereby checking to see if the normal big dataset could be structured and analyzed by using the models found on the Azure machine learning platform which are meant for cloud computing. This was found to be of major relevance in the field of condition-based
maintenance. Lots have been said about artificial neural capabilities learning and popular networks in recent articles. Non-linear regression is often widely used for non-linear systems. However, there is a need to combine the use of statistical models with non-linear data for better prediction performance. Here in this research work, attention is paid more to cloud computing models application with a special focus on Azure virtual machine which was used in the previous conference paper to corroborate our results from our previous work. Neural networks are composed of a broad class of non-linear functional regression and non-linear data analytic models. They also consist of a large number of “Neurons,” (referring to the basic linear or non-linear computing elements) well connected by means that are often nuanced and organized into layers [2, 3].

Azure is a popular cloud service powered by Microsoft and there are other popular cloud services also readily available. Concerning Azure cloud service, this is accessible in 60+ geographical regions, with well over 200 accessibility areas. It offers a robust portfolio of Infrastructure as a Service (IaaS), as well as powerful features of Platform as a Service (PaaS), especially for Windows applications. You can make your applications immune to failure or interruption in your primary data center by running the services on multiple availability zones.

Using a wide class of non-linear complex systems the neural network (NN) is a powerful building tool particularly in the application of control strategy when considering features such as inputs, variable system states, and control behavior such as the output of the system, which is found to be paramount in systems. The open and closed loop control feedback identification is two classes of control application [4]. Some areas of application are found in sonar detection, translation of English text into phonemes, machine vision, forecasting in economics, and marketing of airline seats as well as in the banking sector. Most of these applications require pattern recognition, this is because the pattern recognition problem is parallel which involves the processing of several different pieces of information that all tend to interact with one another to create a solution [5]. However, identifying the basic problem with control closed-loop feedback in NN is the provision of an online learning algorithm which more often does not require offline initial training that involves the simulation of complex non-linear functions.

Artificial intelligence is an extremely valuable method in non-linear systems [6]. This implies that when designing a hybrid control system, a model-based controller might be suitable to replace the intelligent control systems for systems having mixed conventional approaches.

The ability to manage large data sets rapidly and to operate them parallel to input variables has rendered neural networks versatile when it comes to their application. Artificial Neural Networks offer a favorable substitute method in forecasting. The neural network’s non-linear innate structure has readily contributed to its usefulness for taking the dynamic causal relationship in many real-world problems. Forecasting applications have been rendered more flexible because Neural Networks (NN) not only made it possible to identify the non-linear structures in a problem, they also make modeling linear processes easy as well [7-9].

In [10] Neural Network was applied in tracking machine-driven defects of rotating parts. Their work contribution involves the application of preceding values of data, as being inputted into a system for the prediction of patterns. They also believed that the amplitude of vibration could show the machine’s progressive deterioration among other parameters. This rate of increase is proportional to the severity of destruction/damage. In this work, we were able to relate the application of NNR with Dickey-Fuller Test to yield an optimal prediction result which was initially covered in a previous conference paper to which this serves as an extended work. However, the limitation(s) of this study lies in the inability of the authors to further generate more data to validate their results due to proxy reasons. For suggestions of direction for future work, we will advise also the inclusion of axial loading to the radial loading done on the bearings for better real-life failure capturing. In section 2.0, the model analysis theory about NNR was covered. The background to Neural Networks Regression was also covered in section 3.0 and in section 4.0 the experimental work involved was discussed. Section 5.0 and 6.0 relates to the results and discussion, and conclusion respectively.

2. Model Analysis for Condition Base Maintenance

Machine learning could be said to be an advanced application of the statistical model with the help of machines. Fault diagnosis has been achieved in a model-based diagnostic system by comparing the model design system with the system’s actual monitored condition. Diagnostic and prognostic analytics is a data-driven approach that is suitable for condition monitoring. The data-driven diagnostic and prognostic methods are often analyzed with statistical tools, AI, and other approaches. Model-based diagnostic (MBD) infers to an artificial intelligence area of fault diagnosis. Figure 1, gives a sketch of the processes involved with the learning model.

Often based on mathematical models is the model-based approach that is needed to epitomize the behavior of the system, about the phenomenon of degradation. Physical models are very much useful in the accounting field for all
operating conditions. However, statistical models are established from the input/output data collected, which excludes unrecorded circumstances. Approaches that are close to model-based techniques work unswervingly on signal data without using mathematical models, this method adopts the signal processing techniques to identify signal data patterns/signatures.

In industrial applications, collecting reliable data for use in a data-driven model is more stress-free than constructing physical models, which gives the upper edge for data-driven models over physics-based prognostic approaches, whereas generating behavioral models (data-driven) from real-condition data leads to having predictive results which are more accurate than those of the physical model [11,12].

In general, acoustic and vibration sensor signals are measured to determine the condition of the bearings and compared with the reference measured signals. Industries usually diagnose damage progression in the life cycle from a very early point, so tracking the health condition of mechanical low-speed and heavy-duty systems is of great importance. The interpretation of signals from condition monitoring can be done by various methods, including time-domain analysis, frequency-domain analysis, and time-frequency analysis. The frequency domain analysis is the most often used transformation technique because of the Fourier transforms simplicity of operation and its ease of interpretation [13].

3.0 Theoretical Background of Neural Networks

Neural Network analysis is paramount to this work as it includes an extension of the Neural Network. Therefore, their biological origins, possible applications, and their various architectures will be briefly discussed.

The NNR model which presently is one of the best for data analysis is a method for evaluating the relative significance of a combination of inputs to predict a given outcome. Usually, the model class is composed of layers of elementary processing units, known as nodes or neurons, which use a non-linear transfer method/function.

Figure 1: Learning Model Sketch
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Figure 2: A learning model of the neural network model

A simple perceptron calculates a linear input combination (often with an interceptor bias term) which is called net input. Generating the output often involves a likely non-linear activation function. An activation function maps every real input into a relatively small range, often between -1 and 1 or between 0 and 1. Bounded activation functions are also referred to as squashes. Some common enabling features are presented below:

- Hyperbolic tangent: \( \text{act}(x)=\tanh(x) \)
- Linear or identity: \( \text{act}(x)=x \)
- Threshold: \( \text{act}(x) = 0 \) if \( x < 0 \), \( 1 \) otherwise
- Logistic: \( \text{act}(x) = (1 + e^{-x})^{-1} \)
- Gaussian: \( \text{act}(x) = e^{-x^2/2} \)

Differing the number of hidden layers and the number of hidden neurons in each hidden layer will vary the complexity of the multilayer perceptron (MLP). An MLP is a parametric model with a small number of hidden neurons which provides a useful alternative to polynomial regression. MLPs are general-purpose, modular, non-linear models which can approximate virtually any function to any desired degree of accuracy, provided enough hidden neurons and sufficient data are given to it. To put it in another way, MLPs are universal approximators [15]. Figure 3, lists the typical symbols used for the neurons.
Therefore, in the vector of variables, we need to find the local optimum by the gradient methods for minimizing the function $\hat{L}(\hat{W})$ range (W range). It is necessary to remember that, in this case, the $\hat{L}$ function rest on constant standards $\hat{x}$ which represent the perceptron inputs. The $\hat{L}$ function in eq 4 relies on $h$ which is non-convex, so it is not possible to solve the optimization problem simply by resolving some $\nabla \hat{L}(\hat{W}) = 0$. The complete input node $x_j$ is formally known to be the point product between the weight vector $W_j$, and the input vector $A$ subtracting the weighted bias data. The output value of the resulting processing unit $x_j$ then passes via the non-linear transfer function [16].

![Figure 3: Symbols used for neurons representation](image)

Figure 4, demonstrates a multivariable non-linear deep neural network regression. Consider a multilayer perceptron (MLP) with two input nodes, two output nodes, and a hidden layer with logistic or sigmoid activation function to match a basic non-linear regression curve as shown in Figure 4. Many wiggles may be in the curve as there are hidden neurons (actually there may be even more wiggles than the number of hidden neurons, but its estimation appears to become more difficult in that case). This basic MLP works more like a smoothing spline or least-squares of the polynomial regression. The Regression or response function $f$ describes the effect of independent variables on the answer mathematically [9, 16].

$$y = f(x_1, x_2, \ldots \ldots, x_n, \beta_1, \beta_2, \ldots \ldots, \beta_n)$$

(1)

Where $y$ is the dependent variable

$x_1, x_2, \ldots \ldots, x_n$ are the input variables

$\beta_1, \beta_2, \ldots \ldots, \beta_n$ are the regression parameter not known and

$f$ is the function usually assumed to be known.

The regression model for the response variable as observed is written as:

$$z = y + \varepsilon = f(x_1, x_2, \ldots \ldots, x_n, \beta_1, \beta_2, \ldots \ldots, \beta_m) + \varepsilon$$

(2)

Where $\varepsilon$ is the observed error in $z$

The unknown regression parameter $\{\beta_1, \beta_2, \ldots \ldots, \beta_m\}$ can be determined by the method of least squares

$$E(\beta_1, \beta_2, \ldots \ldots, \beta_m) = \sum_{j=1}^{n}(z_j - y_j)^2 = \sum_{j=1}^{n}(z_j - f(x_1, x_2, \ldots \ldots, x_n, \beta_1, \beta_2, \ldots \ldots, \beta_m))^2$$

(3)

where $E(\beta_1, \beta_2, \ldots \ldots, \beta_m)$ is the error function or the sum of squares of the deviations.

To estimate $\beta_1, \beta_2, \ldots \ldots, \beta_m$ we minimize $E$ by solving the systems of equations

$$\frac{dE}{d\beta_i} = 0, \quad i = 1, 2, \ldots \ldots, m$$

When learning the model the weights on the training set help to minimize the errors. The square error with $\hat{x}$ and $Y$ is given by the following equation

$$L = \frac{1}{2} \left( Y - h(W, \hat{x}) \right)^2$$

(4)

The pseudo-code for the algorithm on the process of obtaining the remaining useful life of the bearing base on the use of the NNR model is presented below. This algorithm is quite explicit enough except for instruction 1 which entails the application of corrective measures when the data fitness condition is not met. However, a brief expository is presented here on it. There is often the need to perform a data fitness test on the collected data to ascertain if the data is stationary data or non-stationary data. This usually involves the use of statistical tools and the performance of differential functions on the dataset to ensure that the data is non-stationary or non-linear before its application if found stationary.

**Algorithm 1:** Determination of the RUL for Bearings

**Result:** obtained Actual RUL Score
Initialization;

While input data is ready do

Data fitness test;

If the text condition is not okay then

instructions1;

Apply corrective measures

Instructions2;

Apply NNR Model

Instructions3;

Check Experimental % Error

else

Instructions4;

Apply NNR Model

Instructions5;

Check Experimental % Error

end

4.0 Experimental Procedure

PRONOSTIA is a research rig device (Figure 5) used primarily for inspecting and validating the identification, diagnosis, and prognosis of bearing failures. An AS2 M team from the FEMTO-ST Institute designed and built the platform.

The PRONOSTIA aims to provide experimental proof in real-time, thus characterizing the deterioration of the ball bearings during their working life (it is still experiencing total failure) [17]. The PRONOSTIA data provided from the platform is unique being that it corresponds to the normal degraded bearing. The test rig allows us to perform the degradation of the bearings in just a few hours.

The defects are not artificially placed on the bearings, and all types of defects (balls, rings, and cages) are said to compose each damaged bearing. Constant operating conditions that include the data provided for each experiment performed on the PRONOSTIA test rig generates data on bearings that are degraded under unfavorable operating conditions.

There are three main parts that the test rig platform is made of; a part of rotating components, a generating part causing deterioration, and a part of the measurement.

A power equal to 250W is transmitted via the spinning motion of the rotating motor through a gearbox, allowing it to generate a secondary shaft speed while retaining its rated torque at speeds below 2000 rpm, thus enabling the motor’s maximum speed to reach 2830 rpm. The radial force reduces the life of the bearing by restricting the total dynamic charge of the bearing to 4000 N. Details of the loading parts on the platform for PRONOSTIA is given in Figure 5. The vibration sensors used are two small accelerometers that are set apart by 90 degrees. The first is positioned along the horizontal axis, wherefore the second is positioned along the vertical axis.

The operating conditions are described by a continuous measurement of the radial force which is been applied to the bearing, the torque applied to the bearing, and the rotational velocity of the shaft at which the test bearing is mounted. It acquires the three operational phases at a frequency of 100 Hz. The acceleration Measures are given to be 25.6 kHz.

5.0 Results and Discussion

Figure 6 (below) displays the standard signals of vibration gotten at the PRONOSTIA test rig. Obtained are the vertical and horizontal response signals, it is observed that the bearing started to display an amplitude increase in both the vertical and horizontal responses at approximately $2.8 \times 10^6$ on the x-axis. The tests were then halted to prevent spreading damage to the entire test bed (and for safety reasons) as the vibration signal amplitude exceeded 20 g.

Data were obtained for 3 different loads:

- First operating observation: 4000 N and 1800 rpm;
- Second operating observation: 4200 N and 1650 rpm;
- Third operating observation: 5000 N and 1500 rpm;
Six run-to-fail datasets were provided for the construction of the prognostic models, and a reliable estimation of the Position of the remaining 11 bearings was demanded (see Table 1). The temperature and vibration signals were obtained in the course of the experiment. The process of collecting data for the 11 test bearings was terminated so that the participants will be able to anticipate the RUL for the bearings.

Table 1: Datasets for the IEEE 2012 PHM Prognostic Challenge

<table>
<thead>
<tr>
<th>Datasets</th>
<th>Operating Conditions</th>
<th>Case 1</th>
<th>Case 2</th>
<th>Case 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training sets</td>
<td></td>
<td>Brg-folder1_1</td>
<td>Brg-folder2_1</td>
<td>Brg-folder3_1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Brg-folder1_2</td>
<td>Brg-folder2_2</td>
<td>Brg-folder3_2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Brg-folder1_3</td>
<td>Brg-folder2_3</td>
<td>Brg-folder3_3</td>
</tr>
</tbody>
</table>

In Figure 7, the NNR model developed in the Microsoft Azure working studio is presented. The model, after running for a time limit of 20 seconds was set up to the web service that completed the task as shown in the figure, this was then used to predict the bearing dataset result.

The vibration signal obtained from the work was used for the prediction simulation. The summarized results of the Azure NNR model together with the Linear Regression Prediction for each bearing dataset folder are shown in Figures 8 - 11 and Table 2 respectively.

The highest mean was observed to be for the Bearing folder 1-7 folder dataset while the lowest mean value was found from the Bearing folder 1-4 dataset. The maximum value recorded was found to be for bearing folders 1-7 and the minimum value was recorded on Bearing folder 1-4. No outlier was observed or recorded.

Figure 8: The Bearing Data Result showing the Min. Max. and mean of the dataset

Figure 9: Bearing Mean deviation recorded across the 11 dataset folders.
The lowest mean deviation was recorded for the Bearing folder 2-4 dataset, with the highest being recorded for the Bearing folder 2-7 dataset. Mean deviation is an important descriptive statistics which are not always found in quantitative statistics. This is primarily so because while mean deviation has a simple intuitive meaning as the "mean deviation from the mean", the implementation of the absolute value makes empirical measurements far more complicated than the standard deviation using this statistic.

The actual datasets subject to experimentation or prediction are given in Table 2. The ActRUL in the datasets has been obtained from the simulation and the percentage error has been obtained and is shown in Table 3.

The RUL estimated score of accuracy for the experiments $i$ is given as follows:

$$ A_i = \begin{cases} \exp^{-\ln(0.5)\frac{E_r}{20}} & \text{if } E_r \leq 0 \\ \exp^{+\ln(0.5)\frac{E_r}{20}} & \text{if } E_r > 0 \end{cases} $$

(6)

The mean of all the experiment score defines the final score and this is given in the formula:

$$ \text{Score} = \frac{1}{11} \sum_{i=1}^{11} (A_i) $$

(7)

5,537 sec was the predicted score from the use of both the NNR and Linear regression model.

### 6.0 Conclusion

Presented here in this paper is a suitable prediction method for big dataset-bearing behavior that needs no extra coding for the results attained from the test bed of the PRONOSTIA experiment. Also successfully done was the training of the model on the data obtained from the experiment, which helps to define the model’s strength. The Azure NNR model together with the use of statistical tools generated a

<table>
<thead>
<tr>
<th>Validation Set</th>
<th>$\bar{RUL}_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>NNR Model</td>
<td></td>
</tr>
<tr>
<td>Brg-folder1_3</td>
<td>74180</td>
</tr>
<tr>
<td>Brg-folder1_4</td>
<td>70187</td>
</tr>
<tr>
<td>Brg-folder1_5</td>
<td>33225</td>
</tr>
<tr>
<td>Brg-folder1_6</td>
<td>27047</td>
</tr>
<tr>
<td>Brg-folder1_7</td>
<td>38028</td>
</tr>
<tr>
<td>Brg-folder2_3</td>
<td>35594</td>
</tr>
<tr>
<td>Brg-folder2_4</td>
<td>11081</td>
</tr>
<tr>
<td>Brg-folder2_5</td>
<td>33732</td>
</tr>
<tr>
<td>Brg-folder2_6</td>
<td>80020</td>
</tr>
<tr>
<td>Brg-folder2_7</td>
<td>54519</td>
</tr>
<tr>
<td>Brg-folder3_3</td>
<td>112659</td>
</tr>
</tbody>
</table>

Table 3: The estimated $RUL_i$
reasonable judgmental result making this work accepted when compared to the other existing technique. Microsoft Azure Machine Learning work studio proves to be a fitting place to do condition monitoring forecasts without much coding expertise. This has made it a suitable means of evaluating the bearing frequency from their vibration signal.

It is also obvious that NNR when combined with known statistical tools forecasts better than linear regression models from the expected accuracy relative to previous results obtained. It is still possible to achieve better scores by using another model that requires more layers such as the deep neural network. Azure ML work studio has the capacity of working with data that are large as found applicable with other cloud computing platforms.
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