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Editorial 
This collection of research papers offers a rich tapestry of advancements across various fields, 
from sociopolitical frameworks to cutting-edge technology. The insights provided by these ten 
studies underscore the importance of interdisciplinary research in addressing complex 
challenges and driving innovation. 

The first paper revisits the foundational principles of Dr. B.R. Ambedkar, focusing on his 
contributions to the Indian Constitution. It examines the reservation system, originally intended 
to create a classless and casteless society, and its implications in contemporary India. The 
paper critiques the current implementation of the reservation system, suggesting that it may 
now hinder economic and social development by perpetuating inequality. This critical analysis 
provides a platform for re-evaluating policies to better align with Dr. Ambedkar’s vision of 
equality and justice [1]. 

In the realm of vehicle communication, the second paper introduces CANClassify, a method 
for decoding and labelling Controller Area Network (CAN) bus signals. By employing a novel 
convolutional interpretation method, CANClassify automates the process of interpreting raw 
CAN bus data. This innovation simplifies the complex task of signal decoding, offering a 
significant leap forward in automotive diagnostics and vehicle system monitoring [2]. 

The third paper addresses the challenges of high Peak-to-Average Power Ratio (PAPR) in 
Orthogonal Frequency Division Multiplexing (OFDM) modulation, a key technique for high-
speed wireless communication. The researchers propose a Recursive Clipping and Filtering 
(RCF) technique to reduce PAPR, thereby enhancing Signal-to-Noise Ratio (SNR) and 
minimizing distortion. This work is crucial for improving the efficiency and reliability of modern 
communication networks, particularly in the context of AI, IoT, and 5G technologies [3]. 

Exploring agricultural productivity, the fourth paper evaluates soil fertility in Shirol Tehsil, 
Kolhapur district, Maharashtra, using a nutrient index approach. The study finds that the soil 
is fertile, with high potash levels contributing to superior sugarcane productivity compared to 
national averages. This comprehensive analysis of soil parameters provides valuable insights 
for developing sustainable agricultural practices and enhancing crop yields [4]. 

In the field of medical robotics, the fifth paper proposes a trajectory correction method for 
vertebral milling robots using force feedback. By defining motion description language atoms, 
the researchers address issues such as excessive milling and operator workload. The 
experimental results demonstrate the method’s feasibility and effectiveness, marking a 
significant advancement in robotic surgery and precision medicine [5]. 

The sixth paper investigates the high-temperature properties of silicon carbide (SiC) ceramics 
with fractal lattices. Using molecular dynamics simulations, the study analyses the stress-
strain behaviour and modulus changes of SiC crystals from room temperature to 1,250°C. The 
findings confirm the material’s excellent high-temperature strength and thermal shock 
resistance, highlighting its potential for high-performance engineering applications [6]. 

The seventh paper explores the burgeoning field of smart physiotherapy, which aims to 
provide effective home-based exercise regimens for patients with physical anomalies. The 
study reviews recent advancements in automatic monitoring and guidance systems for 
physiotherapy exercises, identifying a gap in comprehensive applications. This research sets 
the stage for developing innovative solutions to support patient rehabilitation and improve 
healthcare outcomes [7]. 

Autonomous vehicles, the subject of the eighth paper, represent a transformative shift in road 
traffic management. The paper reviews recent advances in deep learning for autonomous 
vehicle research, offering insights into key technologies such as path planning, sensor fusion, 



and data security. By identifying future research directions, this comprehensive review 
contributes to the ongoing development of safer and more efficient autonomous driving 
systems [8]. 

Finally, the ninth paper presents a fast method for constructing irregular pyramids in pattern 
recognition and image processing. By optimizing the selection of contraction kernels, the 
researchers enhance the efficiency of connected component labelling (CCL) and distance 
transform (DT) applications. This advancement in hierarchical structure processing has 
significant implications for managing the vast amounts of digital data generated daily [9]. 

Together, these papers illustrate the dynamic interplay between theory and application, 
showcasing how innovative research can drive progress across diverse fields. Whether 
addressing sociopolitical issues, enhancing technological capabilities, or improving healthcare 
and agricultural practices, these studies provide valuable contributions to our understanding 
and development of a better future. 
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Reservations - as a Step of Social Democracy: Review of  
Dr. Ambedkar’s Principles 
Mange Karan Ratanbhai * 
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ABSTRACT: The paper aims to highlight the key frameworks of Dr. B.R. Ambedkar, his thoughts, 
philosophies, and goals behind the framing of the Indian constitution. Based on different theories and 
philosophies, the concept of the reservation system adopted by the Indian Constitution, and its 
relevance in today’s scenario is being portrayed. Dr. Ambedkar’s idea of a classless and casteless 
society is somewhat achieved but due to the undue advantages of the reservation system, the 
individuals are deprived of equality and equal opportunities. The rights of representation given to 
minors were for some time only but the parliament till today haven’t changed this system which is a 
curse in the economic and social development of the nation. 

KEYWORDS: Reservation, Minorities, Dr. Ambedkar Philosophies, Casteism, Indian Constitution, 
Right to representation 

 

1. Introduction 

The World’s largest Written Constitution, the Indian 
Constitution is a bag of borrowings. The majority of the 
elements that are enshrined in the Constitution are taken 
from other countries. These countries were having 
different geographies, different societies, different classes 
of people, different cultural and religious practices, and 
altogether different ideologies. Being diverse, India 
borrowed the elements from these countries and molded 
them to frame the Indian Constitution. 

After attaining freedom from the British, The 
Governance of the Whole Territory which was united to 
form the Union of India was in question. Indian at that 
point of time was in need of Legislation that will govern 
the nation and will protect the rights, integrity, and 
interests of the people of India. This legislation that will be 
the foundation of the Indian Government and regulatory 
systems, was the Indian Constitution. Framing of the 
Constitution for an Independent Nation that has attained 
its independence after years of struggle and countless 
sacrifices of the freedom fighters, needs to be done. For 
this purpose, in 1946, a Constituent committee was 
established under the chairmanship of Dr. Bhimrao 
Ambedkar, commonly known as Babasaheb [1].   

Dr. Ambedkar always wanted equal representation 
and thus he adopted this system just to ensure that no 
unjust should be made to the underprivileged sections. 
They should get time and opportunities in order to come 
up and stand in the same row as other castes. Thus, Dr. 
Ambedkar was in favor of implementing reservation only 
and for 10 years only. But, In the Constituent Assembly on 
25/08/1949, Objections of S. Nagappa and B. I. Muniswami 
Pillai were coming on the proposal of restricting the 
reservation of Scheduled Castes, Scheduled Tribes for only 
10 years. They said that 10 years is a very short time period 
for the upliftment of these vulnerable sections of society. 
Dr. Ambedkar said I do not think that we should allow 
any change in this subject. If the status of Scheduled Castes 
does not improve in 10 years, it will not be beyond their 
intellect power to seek measures to achieve this protection 
[2]. 

2. Dr. Ambedkar’s theory on Rights of Minorities 

Dr. Ambedkar himself belongs to a Scheduled class 
where they were deprived of basic human rights. These 
classes were called and untouchables and there was a 
belief that they are not pure. If one touches them they will 
become impure, hence they use to live with many 
restrictions. They were not allowed to access public places; 
they were not a part of the society or township; they use to 
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reside in the outskirts of the village and had no dignified 
life. Exploitation, Ill-treatment, were rampant.  

As per the formation of Ancient Indian societies, the 
people were divided on the basis of the occupation they 
are into. There used to be classifications based upon 
purity. The traders, soldiers, tailors, goldsmiths, 
zameendars, etc. belonged to a high classed society as the 
work they were doing was treated as pure. On the other 
hand, sweepers, cleaning persons, tribals, etc. were treated 
as impure based on the type of work they do. They were 
called Adivasis and Dalits (Shudras). These setting based 
upon occupation gave rise to the caste system in India. 
Generally, individuals belonging to a particular class or 
caste are found financially and socially vulnerable.     

Thus to prevent the rights of these weaker sections of 
the society, Articles 15(3) and 16(4) were inserted that gave 
advantage to these sections for their equal representation 
[3], [4]. The rationale behind it was very simple, if you are 
not starting from the same line you cannot finish at the 
same line. The condition of these untouchables was brutal 
and they were constantly suppressed by the persons rich 
in caste. There was a huge gap in terms of education, 
wealth, and other privileges between classes. 

The concept of minorities is way too far from what 
people think today. Dr. Ambedkar referred people under 
two classifications, such as privileged and 
underprivileged. Privileged are those who have sufficient 
means and can fulfill their necessities with ease. 
Underprivileged were those who were economically, 
socially, and educationally backward sections who if left 
untouched, will continue to remain the same, their 
exploitation will continue and they will be deprived of the 
dignified life. 

3. Dr. B.R. Ambedkar’s Philosophies 

Dr. Ambedkar, a great scholar, a true visionary, a 
philosopher, and historian, was the only one who could 
lead the Constituent Assembly and after a fruitful 
hardship of 2 years, 11 months, and 17 days, finally, the 
first draft of the constitution was prepared. Dr. Ambedkar, 
a learned philosopher, having broad visions for Free India, 
drafted the Indian Constitution and his philosophies and 
progressive ideas are clearly traceable in many aspects of 
the Constitution.  

Dr. Ambedkar believed that only the goods of a person 
should be seen and one should only intake the goods and 
must leave the evils. He also laid high emphasis on 
learning and believed that one should learn from the 
experiences of oneself as well as from others. These 
philosophies were followed in the framing of the 
constitution [5].  Different aspects were borrowed from 
different counties but only the good i.e. pros were taken. 
Now the question was how to evaluate the pros, for the 

purpose, Babasaheb followed the Gandhian Philosophy. 
Mahatma Gandhi quoted that “If you make legislations, 
try to make them keeping in mind, its causes and benefits 
to the least privileged sects of the society, and you will 
never make mistake” [6]. Dr. Ambedkar, thus evaluated 
constitutions of different countries making no straight 
implications, instead, he analyzed the relevance of those 
aspects, measured the pros and the cons, and beautifully 
molded these aspects as per the relevance in the Indian 
Context.  

The concept of fundamental rights taken from the US 
Bill of rights [7], being framed in Part 3 of the Indian 
Constitution  are modified as per the suitability and 
practices of India and its people, because ultimately a 
nation is made by its citizens and they need to be 
protected, hence all the Articles framed are Human-
Centric [8]. 

India, favored substantive equality which was adopted 
by Dr. Ambedkar by giving some special privileges and 
opportunities of recognition, in the form of reservation, to 
these group who was deprived of many rights as the 
question of their overall upliftment was concerned. If they 
were deprived of these reservations, then they will end up 
being in the same state of life and their exploitation will be 
continued. 

Dr. Ambedkar believed in equal representation of each 
class of society at every level, hence for the protection of 
their right to representation, Dr. Ambedkar made 
reservations for these underprivileged and weaker 
sections of the society. Dr. Ambedkar being of a scheduled 
caste and after facing outrageous hate and indignity in his 
life, never favored casteism. He stated that If some people 
are residing on a piece of land, it doesn’t become a country. 
There should be a feeling of nationality. Caste is against 
nationality. It creates indifferences between two persons 
belonging to the same nation but different castes. In social 
and economic life, discrimination breaks people and 
humanity is at stake. Dr. Ambedkar used to give more 
emphasis on the development and social harmony of the 
nation by rising above the caste system. 

Here, Dr. Ambedkar classified minorities based on two 
types as Religious minority and Linguistic minority. 
Religious minorities mean the followers of a particular 
religion who were very few in number. Religious 
Minorities are given rights for the protection of religion. 
Being a secular nation all religions should be respected 
equally and everyone has the right to profess their religion 
with freedom. The Linguistic Minority means the people 
of different languages. A person having no knowledge of 
the language spoken in a particular state will surely face 
many difficulties to survive. Linguistic minors such as 
people belonging to a rural tribe or any other linguistic 
community having their own distinct language and are 
not able to communicate in the official languages need to 
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get some benefits. India, a diversified state with different 
languages and religions, is required to recognize the 
minorities to render them equal status [9]. 

4. Dr. B.R. Ambedkar’s Ideology Rights to 
Representation 

Aristotle said: “It is an injustice to treat unequals as 
equals just as it is an injustice to treat equals as unequals”   

Dr. Ambedkar in his writings, used the term “Rights to 
representation”, instead of reservation, enabling the 
representation of backward classes instead of reserving 
them. He always wanted a classless and casteless society. 
In Public Administration, He never favored the 
representation of candidates from scheduled casts who 
fails to fulfill the minimum required educational 
qualification, so he never wanted to compromise the 
quality of administration in public services. 
Representation was strictly based on the quantum of a 
population of scheduled castes corresponding to their 
proportion in the total population.  

Most importantly, he did not bat for reservations in 
education, rather he merely states that the state should 
take care of financial assistance in education at every stage 
for the betterment of Scheduled Castes. This is a striking 
feature of Dr. Ambedkar’s line of thinking. 

Reservationists do not value the nation’s supremacy of 
Dr. Babasaheb Ambedkar and have started doing politics 
of vote not adhering to Dr. Ambedkar’s principle. There 
should be a deadline to give reservations so that the 
downtrodden can emerge. When the crushed people 
emerge under the prescribed limit of reservation, then the 
implementation of the reservation should be considered 
successful.  

5. Conclusion 

Reservation is a curse in the development of any 
nation. Today, if we want to take the country towards 
progress and to maintain the unity of the country, it is 
necessary to remove reservations and give equal 
opportunities in education, employment, welfare and all 
the means of social advancement. Therefore, to keep the 
development of the nation alive, reservation needs to be 
separated from politics. Today political parties in order to 
safeguard their vote bank promise reservations to the 
people.  

Fondly remembering Dr. B.R. Ambedkar, Subhash 
Kashyap, former secretary-general of three Lok Sabha 
said, “Dr. Ambedkar did not spell out too many things but 
on the point of reservation for SC and ST, he had said that 
10 years is too short a period and it should be 40 years, but 
thereafter the Parliament should have no power to extend 
reservation by law. He was against reservation in 

perpetuity. He had said ‘I would not want that symbol to 
continue in Indian society forever.’.” [10].   

Dr. Ambedkar would be pained to see that these 
sections still need reservations. The concept of reservation 
was just to give a chance to a downtrodden section for 
their upliftment. But instead of upliftment, reservationists 
are using the reservations to get the unfair advantages and 
benefits that are associated with them. Dr. Ambedkar 
clearly stated that the reservations are only for the selected 
class of people who are exploited by the other. The concept 
was only to help them to stand along with other castes and 
contribute equally towards the growth and development 
of the nation. But in today’s scenario, many of the classes 
are demanding the reservations for themselves, which is 
not at all an acceptable situation in long run. If 
reservations will be given to the majority of the classes, the 
whole system of equality of law, and equal opportunities 
will come to end.  

Dr. Ambedkar stated that the reservations should be 
made available for a period of 40 years and after that, it 
will be the responsibility of the parliament to end the 
reservations and make laws that will be equally applicable 
to all. The role for which the reservations were made is still 
not achieved but the alternative method of providing 
benefits should be used. Equal opportunities on the basis 
of merit should be promoted. As per the current Indian 
Scenario, the benefits should be only given to those who 
are economically backward, and that too for their 
upliftment only. No undue advantages of these benefits 
should be made. Reservations should be based on merit 
and not on basis of religion or caste. Today all the classes 
and religions are economically stable and no need for 
reservation is felt, and those who are deprived must 
qualify to get these benefits.     

As long as the unqualified people continue to play with 
the country with the help of reservation, neither the nation 
will benefit nor the society nor their caste. Reservation is 
the reason for the destruction of the country. Racism is 
breaking the country only through the politics of the vote 
bank, and the craving of some people. The day people of 
every caste will forget caste and will come forward on the 
strength of merit and on the basis of merit, will ensure the 
future of the country, the country will move on its own 
path of progress. 

6. Recommendations 

Dr. Ambedkar rightly said that, - “However good a 
constitution maybe, if those who are implementing it are not 
good, it will prove to be bad. However bad a constitution maybe, 
if those who are implementing it are good, it will prove to be 
good.” [11].  Hence it solely depends on the people who are 
implementing the constitution. Thus we need to move 
towards equality by following Dr. Ambedkar’s 
Philosophies and Principles to attain the growth and 
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development of the Nation. And It will happen only when 
casteism be overruled by Nationalism.  

It is also true that the earlier societies oppressed the 
Scheduled classes and Tribes. It excluded them and 
exploited them at every stage. Reparations for historical 
injustices are just, but it cannot be endless and limitless. Its 
been 75 years since the reservation system is being 
practiced in India and if not changed will continue for 
decades. Dr. Ambedkar was very clear against offering 
majority seats to minorities. According to him, any such 
attempt would grossly commit an injustice to the majority. 
Baba Saheb Bhim Rao Ambedkar too became the creator 
of the constitution by his own merit and deeds and not 
from the reserved quota [2].   

There was a need for the representation of the 
underprivileged sections in society, but now things have 
changed, there are rich and poor sects of people in all 
classes of society. No special protection is required 
anymore. Protection, if given, should be given based on 
the vulnerability and to only those who deserve it. In India 
today also there are many sects that are deprived of daily 
necessities. They should be given protection and 
protection here doesn’t mean reservation. They should be 
provided with better opportunities just to improve their 
status of living. Beyond basic necessities, if reservations 
are made for any class based on minorities without 
considering their standard of living and resources 
available to them, it will be unjust. The reservation system 
if further carried on based upon the minorities and 
ignoring the standard of life and no. of opportunities will 
become a threat to both, economical development and 
social development. 
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ABSTRACT: Controller Area Network (CAN) bus data is used on most vehicles today to report and
communicate sensor data. However, this data is generally encoded and is not directly interpretable
by simply viewing the raw data on the bus. However, it is possible to decode CAN bus data and
reverse engineer the encodings by leveraging knowledge about how signals are encoded and using
independently recorded ground-truth signal values for correlation. While methods exist to support the
decoding of possible signals, these methods often require additional manual work to label the function
of each signal. In this paper, we present CANClassify — a method that takes in raw CAN bus data,
and automatically decodes and labels CAN bus signals, using a novel convolutional interpretation
method to preprocess CAN messages. We evaluate CANClassify’s performance on a previously
undecoded vehicle and confirm the encodings manually. We demonstrate performance comparable
to the state of the art while also providing automated labeling. Examples and code are available at
https://github.com/ngopaul/CANClassify.

KEYWORDS External interfaces for robotics, Computing methodologies: Learning paradigms, Neural
networks

1. Introduction

Modern vehicles are equipped with advanced sensors which
record speed, detect and track nearby vehicles, and estimate
fuel efficiency. Vehicles use Electronic Control Units (ECUs)
and the CAN protocol to communicate the data among these
sensors. While on the road, these sensors generate a large
amount of information which is communicated through
ECUs to be used for driver assistance, collision avoidance,
fuel estimation, and general operation. However, this data
is generally discarded after use. Vehicles are becoming
increasingly digitized, resulting in a greater amount of data
being communicated between ECUs. This CAN bus data
is becoming increasingly important for many applications,
including improving driving behavior [1], understanding
and reducing traffic congestion [2], driver profiling [3], and
improving fuel efficiency through human-in-the-loop CPS.
CAN data is also a major source for general automotive
data, which is evaluated to be worth between 450 and 750
billion USD by 2030 [4]. Due to the great potential of CAN
bus data, decoding this data is becoming increasingly rele-
vant in vehicle-related research. However, decoding CAN
bus data is no trivial task. While a standardized protocol,
SAE J1939 [5], for communication between ECUs has been
developed, much of this data is encoded according to an
encoding known only to each Original Equipment Manu-

facturer (OEM). Since these OEMs are generally unwilling
to publicly release the encodings used for their CAN mes-
sages, it has become common to decode the CAN messages
independently.

In the past, CAN signal decoding has largely been done
by hand, though in recent years, new methods have been
developed which support the automation of CAN signal
decoding. Many of these methods use common features of
encoded signals in order to detect the presence of signals
and then refine their encodings. Signals are then correlated
to ground truth signals, and the type of signal (e.g., wheel
speed, brake pedal, etc.) is manually labeled by hand. In
this paper, we present CANClassify, a method that both
decodes CAN bus signals, as well as automatically labels
them. We describe the problem in technical detail, discuss
relevant research in the area, and present and evaluate our
method. Finally, we discuss possible implications and future
directions for this work.

2. Problem Statement

Modern vehicles use electrical buses following a protocol
called CAN, in order to communicate between different sen-
sors and processors on the vehicle. Sensors and processors
interface directly with ECUs. Each ECU, also called a ‘node’,
communicates a specific set of CAN messages to all other
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Figure 1: A CAN message is interpreted with specific bit boundaries and an encoding, generating a signal. A CAN message consists of a series of 64
bits that change every timestep. Bit boundaries delineate the start and end of a possible signal. A signal is interpreted using an endianness, signedness,
scale, and offset. A final interpreted signal can then be generated.

ECUs on the same bus. Open-source tools can be used to
interface with ports on the vehicle in order to read messages
published on the CAN bus, or buses if there are multiple
[6]. These CAN messages can be processed in real time
(which can include real-time intercepting and modifying),
or recorded for later analysis.

CAN messages contain an ID, which uniquely identifies
a message on a bus and is related to the nature of the con-
tent of the message, and a payload. This payload, which
generally ranges in length from 1 byte to 8 bytes, usually
encodes multiple signals packaged together.

While sometimes a single CAN bus will contain all sig-
nals of interest, it is often the case that some signals of
interest are broadcasted on separate CAN buses. There-
fore, hardware that records or processes CAN bus messages
generally must be able to do so on multiple buses simul-
taneously. However, for the work presented in this paper,
we assume that a single unified set of CAN message data
has been collected and stored with unique non-overlapping
message IDs.

The goal of CAN signal decoding is to identify the pres-
ence of signals within CAN messages and reverse engineer
their encodings. Within each CAN message payload, a sig-
nal is confined to a continuous stretch of bits. These bits can
be interpreted with the correct endianness and signedness
in order to get a decimal value. For this work, we assume
that the encoding for any signal does not change and is
always published on the same bits, e.g., signals are not
multiplexed. This possibility is considered in the discussion
on future work.

Once the correct bit boundaries, endianness, and signed-
ness are identified for a signal, most of the decoding work
is done. The final step is to determine the proper scale and
bias to apply to the value to get the final signal in the desired
unit, such as speed in km/hr. The solution presented in this
paper automatically labels signals, so solving for the scale
and bias of signals becomes the simple problem of obtaining
a small number of data points on the relevant sensor.

Present work in the literature focuses heavily on identify-
ing the correct bit boundaries for encoded signals, which is a
major challenge for CAN signal decoding [7]–[8]. However,

for a decoded signal to be of use, it must also be labeled. Cur-
rent CAN decoding methods find bit boundaries through
common signal features, such as the rate of bits switching
between 1 and 0, and finalize the encoding and signal label
by correlating with an external ground-truth signal. For
example, GPS sensors, Inertial Measurement Units (IMUs),
or previously decoded CAN signals can be used to validate
new signals [7]. Present methods commonly use such sig-
nals to validate the decoding of continuous signals, such as
wheel speed. However, this requirement of having another
external ground truth signal to validate and label signals
becomes increasingly difficult to automate as the signals
being decoded become more complicated. For example,
obtaining a ground truth value for a gas pedal signal re-
quires installing a physical sensor to detect when and how
the gas pedal is pressed, or developing a dynamics model
of the vehicle to calculate the gas pedal signal from other
known values. Such signals must be decoded by hand or
require specific equipment to record a ground truth. In this
work, we demonstrate that it is not necessary to perform
signal-specific work to label and decode a signal — instead,
previous decoding knowledge can be used to further decode
and label signals on new vehicles.

3. Related Work

3.1. LSTMs

LSTMs, Long Short-Term Memory neural networks, are a
type of neural network which are able to learn long-term
dependencies and relationships in data. They demonstrate
excellent performance at predicting and classifying time
series data [9, 10]. The solution presented in this work trains
an LSTM to classify multiple convolutions of encoded CAN
messages, which have continuous time-series-like behav-
iors. By reinterpreting the CAN decoding problem into
this known form, we can leverage existing successes in the
application of LSTMs.

Stacking multiple layers of LSTMs allows for the possibil-
ity of developing a latent space for higher order features of
data, including different time scales and signal relationships
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in time [11]. Developing a model of higher order features is
useful for classifying signals even with incorrect bit bound-
ary placements, which is demonstrated by our results in
this paper.

3.2. CAN Signal Decoding

There exists a body of work related to decoding CAN mes-
sages from vehicles. Many methods in the literature are
based on the work presented in READ [12]. READ seg-
ments CAN message payloads into sections by looking at bit
flip rates. These sections are categorized into six different
message types: UNUSED (an unused set of bits), CONST
(constant values), MULTI (values that change but do not
fall into other categories), COUNTER (clock- or counter-like
signals), CRC (cyclic redundancy check signals), and PHYS
(signals which represent a physical value). LibreCAN [13]
is one method based on READ, which further attempts to
gain accuracy with PHYS signals by using correlation to
a known signal. CAN-D [14] presents another pipeline to
decode CAN signals, notably generating a full set of de-
coding parameters (bit boundaries, endianness, signedness,
scale, and offset). These CAN decoding methods seek to
find commonalities between different signal encodings, in-
creasing the accuracy of identifying the correct encoding
by leveraging features such as bit flip rates, bit flip corre-
lations, and other derived features. Our work approaches
the decoding problem from a different point of view: our
model attempts to learn the characteristic signature of spe-
cific types of PHYS signals, instead of identifying features
relevant to all encoded signals.

Our work leverages known encodings in order to fur-
ther assist in the decoding of new CAN vehicles. In this
way, it is similar to the work presented in CANMatch [15].
CANMatch leverages frame matching, which relies upon
vehicle manufacturers’ re-use of the same Message IDs and
signal encodings across multiple makes and models. The
researchers discuss a possible mitigation to the success of
their strategy, which is the scrambling of Message IDs and
frames. We address this with CANClassify. By assessing
the features of the signals themselves, our method can still
find the same signals no matter which message they are
published on, where they are within a message, and how
they are encoded.

These other CAN decoding methods are generally eval-
uated for the methods’ ability to predict signals on CAN
messages, avoid predicting signals when there are none
present in a range of bits, and find the correct encoding for
identified signals. Therefore, methods are usually evalu-
ated using a vehicle that has been fully decoded already. In
this work, we evaluate on a vehicle that has not yet been
fully decoded and verify the results manually. Another
consideration is the time cost of decoding. For methods that
decode CAN messages live, it is essential to keep decoding
run times low, as high-speed CAN messages (as specified
by ISO 11898-2) can transmit information at bit speeds at
a rate of either 1 or 5 Mbit/s. For offline decoding, as
with CANMatch and CANClassify, it is not as necessary to
decode as quickly; however, the worst case runtime perfor-
mance should be bounded by the time it takes to interpret

all possible signal encodings (on the order of 106 encodings)
and score each signal interpretation with a correlation to a
ground-truth signal. On a modern 5 GHz processor, this
brute force method takes on the order of days to process the
information from an hour-long drive. However, it is more
common to compare to the present state of the art, which
takes on the order of minutes and hours.

4. Solution

We present two primary contributions in the area of CAN
signal decoding, which form the CANClassify method. The
first is the method of interpretive convolutions, a novel
way to generate a feature vector for encoded binary signals.
This technique is used to preprocess data for input to an
LSTM-based CAN signal decoding network. This enables
the network to both decode and label continuous CAN sig-
nals. The second contribution is the masking and filtering
method used to decode using the neural network.

4.1. CAN Classifier Network

Data were collected using the comma.ai [6] panda black
OBD-II interface and Libpanda [16] on two vehicles: the
2021 Toyota RAV-4 and 2017 Honda Pilot. The following sig-
nals were selected for classification, based on their relevance
to driving behavior, traffic conditions, and fuel usage:

• vx, velocity in the forward direction

• ax, acceleration in the forward direction

• ay, acceleration in the horizontal direction

• θs, the angle of the steering wheel

• ωs, the rate at which the steering wheel turns

• pb, continuous value for how much the brake pedal is
pressed

• pg, continuous value for how much the gas pedal is
pressed

• radar-long, longitudinal radar signal

• radar-lat, latitudinal radar signal

• radar-rel-vel, radar signal tracking relative velocity in
the forward direction

• radar-rel-acc, radar signal tracking relative acceleration
in the forward direction

In order to generate the training set for the classification
network, the relevant bits for each of the above signals were
taken from 3 hours of recorded CAN data. Algorithm 1 was
used to generate randomized messages from these relevant
bits.
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Algorithm 1 Generate Randomly Positioned Messages
randomized_messages← []
for s in can_signals do
start_positions← random0 . . . 64, 10 times
for p in start_positions do
s_1← place s at p, pad=random(0, 1)
s_2← place s at p, pad=0
randomized_messages⇐ s_1
randomized_messages⇐ s_2

end for
end for

Algorithm 2, interpretive convolutions, were then used
to generate a signal of the correct input size for the CAN
classification network. This algorithm is similar to what
Convolutional Neural Networks [17] do for images, but
instead are interpretive convolutions for CAN messages.
Differing sizes of bit widths are used to interpret the same
message across all possible positions in the message. This
generates a vector of varying bit boundaries, byte orders,
and sign values used to interpret the message. Interpreting
CAN signals with bit widths similar to the true bit width of
a signal will generate time series signals which have similar
behavior to the true signal, allowing the LSTM to learn
from signal behaviors relevant to each type of signal. This
behavior similarity is visually demonstrated in Figure 2.

Algorithm 2 Interpretive Convolutions
Require: msg is 64 bits
out← []
for i from 1 to 61 do
out⇐ interpret(msg, i:i+4, big, +)
out⇐ interpret(msg, i:i+4, little, -)

end for
for i from 1 to 57 do
out⇐ interpret(msg, i:i+8, big, +)
out⇐ interpret(msg, i:i+8, little, +)
out⇐ interpret(msg, i:i+8, big, -)
out⇐ interpret(msg, i:i+8, little, -)

end for
for i from 1 to 53 do
out⇐ interpret(msg, i:i+12, big, +)
out⇐ interpret(msg, i:i+12, little, +)

end for
for i from 1 to 49 do
out⇐ interpret(msg, i:i+16, big, +)
out⇐ interpret(msg, i:i+16, little, +)
out⇐ interpret(msg, i:i+16, big, -)
out⇐ interpret(msg, i:i+16, little, -)

end for

Convolutionally interpreted signal vectors are then
scaled and shifted according to the training set means and
ranges of the vectors, placing the vector values to be between
the values of -1 and 1. This enables the network to identify
signature patterns for each type of signal regardless of the
signal’s order of magnitude, which is directly related to the
length of the interpretation.

The final preprocessing step samples the convolutionally

interpreted signals every 100 time-steps for a total of 100
samples. This sampling value was fixed because the data
rates of broadcasted CAN messages reflect the relative rate
at which the CAN signals on the message change in time.
Various other sampling strides and sample counts perform
similarly.

The layers of the CAN classification neural network
model were as follows:
Fully Connected, 500 units
LSTM, 256 units
LSTM, 256 units, dropout 0.1
Fully Connected, 100 units, dropout 0.1
Fully Connected, 50 units
Fully Connected, 12 units, sigmoid activation

The model’s objective was to correctly predict the pres-
ence of 11 signals from 100 sampled values from a convolu-
tionally interpreted CAN message. All data were prepro-
cessed according to the described algorithms. A prediction
is only correct if the model predicts the presence of the
relevant signal and the absence of all other signals.

An 80:20 train-test split was used to train and evalu-
ate the model. The model was trained for 6 epochs on
CAN message data collected from 3 hours of driving. The
model achieved 0.8118 training set accuracy after 6 epochs
of training, which took 3 hours on a 4.3 GHz processor (with
multi-threading disabled). The model achieved 0.8170 test
set accuracy.

4.2. Using CAN Classifier for Decoding

The CAN classifier network can be used to both detect spe-
cific signal types, as well as decode the exact bit boundaries
of detected signals. CAN messages are first preprocessed
according to Algorithm 2. The model can then predict the
signal types transmitted on each message. Only signals
which are predicted to be present with a probability of 80%
or greater are accepted.

The bit boundaries of the signal can then be found using
Algorithm ??, which iteratively masks the signal to evaluate
which part of the message contributes to the prediction of
the class of interest. This algorithm generates scores for each
possible starting and ending bits of a signal. The left bit
boundary is encoded as a peak in the starting scores, and the
right bit boundary is encoded as a peak in the ending scores.
Each boundary combination, endianness, and signedness
are interpreted for each signal. Finally, these interpretations
are filtered based on three criteria. First, the interpretations
scored based on continuity. Continuity is approximated by
counting the number of differences in value between two
timesteps which are within 10% of the range of a signal, as
shown in Equation 1. Only signals which have a continuity
score of greater than 50% are accepted. Signals are then
scored based on the rate at which they vary, which is the
number of times the value changes — the highest score
is accepted as the encoding. Finally, counter signals are
filtered out [13]. The ultimate output from this filtering
process is an endianness, signedness, and signal type label
for each detected signal.
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Figure 2: Similar but varying bit widths at the same bit positions in a binary-encoded signal generates signals with similar behaviors. Signal
shapes, relative peak heights, and signal rates of change are similar.

score 1
count(diff(signal) > 0.1 ∗ range(signal)) + 1 (1)

A raw signal value can be obtained by interpreting the
original CAN message with the signal boundaries, endian-
ness, and signedness from this decoding process. Figure 3
shows an example of this decoding workflow.

5. Results

CANClassify was evaluated on a previously undecoded
vehicle, a 2020 Nissan Rogue Sport. The data was collected
by interfacing with the ADAS module located in the pas-
senger rear quarter panel. All messages on a single CAN
bus were recorded over a 5 minute period. This shows the
power of the model to identify useful signals even with
small amounts of data. CANClassify identified, decoded,
and labeled seven signals, of which two were radar-long sig-
nals, one was a radar-lat signal, one was a pb signal, one was
an ax signal, and two were vx signals. In the final filtering
stage, two of these seven signals were filtered out as counter
signals.

The non-radar signals found were manually verified us-
ing Strym [18] and mapped to valid signal labels. The wheel
speed signal was independently decoded on the vehicle
using bit flipping techniques as described in previous litera-
ture. The model predicted the same encoding for the wheel
speed signal as was found manually. Figure 3 illustrates
the decoding process as applied to the wheel speed signal.

The model was also successful at learning the signal
behavior of more complicated signals, such as acceleration-
and pedal-related signals. Figure ?? shows a signal that
the model classified as a brake pedal signal. This signal is
more likely to be associated with acceleration, but the model
and decoding process obtained a sufficiently close labeling
result, as braking is closely related to acceleration. This
example demonstrates that CANClassify is able to learn
signal features such as braking without having to individ-
ually define physical signal relationships (e.g., calculating
an acceleration signal by differentiating wheel speeds and
searching for signals that correlate with the differentiated
value).

A single-core 4.3 GHz processor was used for evaluating
the runtime of CANClassify. The time taken to decode
using CANClassify is linearly correlated to the number
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Figure 3: Bit boundary masking for likely wheel speed signal on test Nissan data. a) The model predicts the CAN message to only contain a velocity
signal. b) The masking process generates peak values at possible beginning and ending bit positions. c) Through the scoring process, an encoding is
chosen. The encoding is applied to view the raw velocity signal.
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of messages and the length of the CAN data because the
same convolutions are evaluated regardless of the message.
Therefore, CANClassify will take the same time to decode
any vehicle make and model, assuming the previous factors
are constant. We evaluated on data from a five-minute
drive, recording 129 CAN messages, where each message
published at a rate of 400 bytes per second on average.
CANClassify took 55 seconds to preprocess and classify
all messages without decoding. The bit decoding process
took 165 seconds per message on the same hardware. No-
tably, the CANClassify method for decoding can be entirely
parallelized across messages, across time, and across bit
masks during bit decoding. With the same hardware and
16-threads, CANClassify only takes 3 seconds to classify all
messages, and 10 seconds per message (on which a signal of
interest is detected) to identify the correct encoding. There-
fore, we conclude that CANClassify is competitive with the
current state of the art while achieving the additional task
of labeling discovered signals.

6. Discussion

In this work, we presented an alternative approach to
CAN signal decoding. Many current CAN decoding meth-
ods, such as LibreCAN [13] and CAN-D [14], use signal-
independent features such as bit flipping rates to identify
and decode signals, and then rely on manual work and
correlation with labeled ground truth signals to label the
decoded signals. While there has been previous work that
leverages known decodings to further decode CAN signals
[15], there has been no corresponding work to automate
the labeling of these signals. Our solution, CANClassify,
leverages known encodings and labels to further accelerate
both decoding as well as labeling.

However, more efficient CAN decoding brings up some
concerns about the security and safety of these methods. As
vehicles become more interconnected, it becomes increas-
ingly likely that infrastructure is created for inter-vehicle
communication. Adversarial attacks on physical CAN sys-
tems in conjunction with these new inter-vehicle commu-
nication protocols [19] could allow adversaries to remotely
decode additional vehicles, or interfere with intra-vehicle
CAN messages. Accelerated CAN decoding could also al-
low attackers to more easily identify the CRC bits packaged
with CAN signals, which act as a checksum and a way to
detect modified or invalid CAN signals. Such an attacker
could maliciously inject or modify CAN signals by correctly
setting CRC signals to valid values.

Some intrusion detection methods have been developed
to detect such attacks [20, 21]. Another simple solution
to secure CAN data is the use of encryption. Encryption
solutions have been demonstrated to be both feasible and
fast enough to be used on modern CAN buses [22]. While
signals could still be detected through power analysis, the
true encoding, as well as the underlying value of the CAN
signals, would be obfuscated — such a solution could only
be defeated through a cryptographic attack.

7. Conclusion

We presented a novel method for decoding CAN signals
from vehicle driving data by leveraging existing knowledge
of CAN message encodings and signal dynamics. Instead
of identifying features about the signal encodings them-
selves, we use our network to identify features about signal
behaviors. By using convolutional interpretations of CAN
messages, our model can learn from known encodings and
be used to identify the encodings of unknown signals. It is
able to do so even with a small amount of driving data —
a trained network is able to quickly decode signals as well
as label them, a task that would normally require manual
work for each type of signal.

Our solution was validated by evaluating the model on
signals recorded from a previously undecoded vehicle. En-
codings were validated by independently decoding the same
signals using present techniques and using correlations to
ground truth values.

Future directions for work include training on additional
signal types. With our current method, COUNTER and
CRC signals are sometimes detected as other PHYS signals
(though they are ultimately filtered out of the output). By
including these types of signals in the training set for the
model, these over-detections can be mitigated. Additionally,
we assume a consistent encoding for each signal. However,
some signals are multiplexed in time over the same set of
bits, where a single bit or a small number of bits are used to
specify which signal is transmitted over the rest of the bits.
By assessing the evolution of prediction probabilities across
time, CANClassify has the potential to detect multiplexed
signals and individually classify each multiplexed signal.
However, additional work must be done to identify the
multiplexing selection bit or bits.
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ABSTRACT—OFDM is one of the important modulation techniques for wireless communication 
which is the advanced version of FDM. Now-a-days congestion networking is growing like AI, IoT, 
5G etc. so there is a need of high data rate with low BER. For such a network there is requirement of 
high-speed secured data transmission that is multicarrier technique OFDM. This modulation 
technique is useful for current and future scenario. One of the major issue in OFDM is high PAPR and 
this is happened due to large amount of input data bits. High PAPR results in distortion in bands and 
power inefficiency using power amplifier. RCF is the technique used in this paper to reduce the PAPR 
and analyze the results with and without applying PAPR reduction technique. In this paper, after 
application of 4 clip and filter SNR is improved along with decrement of CCDF of PAPR which is 
desired.  

KEYWORDS—BER, OFDM, PAPR reduction, RCF 

1. Introduction 

Power efficiency and low BER is the high demand in 
the field of communication that requires high data rates, 
large BW, low congestion [1]. Multi carrier OFDM is the 
solution for 4G technologies and beyond 4G techniques 
like 5G or beyond 5G communications that provide 
high-speed secured data transmission [2]. Single carrier 
system is the oldest way in the field of transmission of 
data that compromising with distortion of signals and 
high cost of frequency selection. There is no need of 
compromising with bit error performance, OFDM is 
currently used as multi-carrier modulation scheme. In 
this scheme large number of sub-carriers are closely 
spaced and orthogonal to each other that carries 
modulated data over parallel data streams or sub-
channels [3].  In OFDM, each sub-carrier is modulated 
in conventional way with low symbol rate. The BW of 
each subcarrier is so small that on adding the BW of 
subcarrier is smaller than conventional modulation BW 
hence it doesn’t suffer from frequency selective fading 
but extremely suffers from PAPR [4] The advantage of 
OFDM is that spectral efficiency increases as subcarriers 
are overlapped to each other such that they maintain 
orthogonality between each other [5]. Due to the 
presence of power amplifiers which is a non-linear 
element that distorts the signal [6]. 

 The difficulty of OFDM is high PAPR that results in 
high bit error rate and this is happened due to   variation 
in amplitude of large number of sub-carriers. This also 
results in increment of cost of the system.  

The paper is organized as follows: system model which 
describes the important terms and method. To verify the 
terms and method simulation result are presented and 
finally conclusion is done at last.    

2. System Model 

2.1 About OFDM 

In OFDM, complete channel bandwidth is divided 
into multiple sub-carriers which are orthogonal to each 
other OFDM is widely used   in DAB and DVB as it has 
several advantages over traditional modulation 
schemes like spectral efficiency is high, tolerance to 
interference, robustness to channel fading.  

 
Figure 1: Transmitting side of OFDM system 

Figure 1 represents block diagram of transmitter of 
OFDM system. Input is given to modulation schemes 
like QAM, QPSK which is used to map the input data  
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Figure 2: Illustration of generation of OFDM samples

for constellation representation.  IFFT is used to 
multiplex the symbols over different sub-carriers by 
generating time domain OFDM samples which is 
defined as: 

                       x(t)=∑ X(m)N-1
m=0 ej2πmft                                 (1)                 

where, X(m)= mth symbol 

f= fundamental frequency 

N=total number of symbols 

B=total bandwidth, 𝑓𝑓=B N⁄  

Maximum frequency component of x(t) is given by: 

fmax=
B
2

 

Using Nyquist Rate, sampling rate=2fmax=B 

and sampling interval T=1
B
  

for nth instant sample,  

                             x(t)=∑ X(n)ej2πmftN-1
m=0                              (2)                      

⟹x(nT)=�X(m)ej2πnfmt
N-1

m=0

=�X(m)ej2πm�B
N��

n
B�t

N-1

n=0

 

 (3)                                                    

                              ⟹x(n)=∑ X(m)e
j2πmn

NM-1
n=0        (4) 

 

This makes the system digital as each bit is 
transmitted at equally spaced time interval T which is 
illustrated as: 

2.2 PAPR Reduction 

PAPR of any signal in continuous time domain is 
defined as the ratio of peak value of instantaneous 
output power of signal to its average power. PAPR for 
signal let say x(t) is defined as: 

                       PAPRx(t)=
ppeak

pav
=

max
t≤T

|x(t)|2

pav
                     (5)      

where  𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝  represents maximum output power and 
𝑝𝑝𝑎𝑎𝑎𝑎 average output power of sample in OFDM symbol. 

For discrete signal x(n), PAPR is given for length ‘L’ as:                             

                   PAPRx[n]=
ppeak

pav
=

max
n≤NL

|x[n]|2

E�|x[n]|2�
                      (6) 

In dB it given as: 

         PAPRx[n]at dB=
ppeak

pav
=10log10

max
n≤NL

|x[n]|2

E�|x[n]|2�
              (7)      

where. E[.] is the expectation operator, the PAPR of 
baseband signal is nearly half to passband signal [7]. 

PAPR is also defined in terms of CF which says that ratio 
of peak value of OFDM signal x(t) root-mean square 
value of the waveform. That is: 

                             CF= max|x(t)|
E|x(t)|2 =√PAPR                                 (8)   

Oversampling is used to approximate the continuous 
time domain OFDM signal into discrete time domain 
OFDM signal. This is done by performing LN point IFFT 
whereas (L-1) *N is the zero padding. Hence PAPR is 
computed for ‘L’ times oversampling and ‘N’ is the   
total number of subcarriers. x[n] is given as: 

                   x[n]= 1
√N

Xke�
j2πkn
LN �, 0≤n≤(NL-1)                        (9) 

CCDF is the complementary of CDF which is a tool for 
PAPR evaluation that is used for estimation of 
minimum number of redundancy bits [2]. CCDF for 
PAPR reduction of OFDM signal can be given as: 

                  P(PAPR>PAPR0)1-(1-ePAPR0)2                     (10) 

𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃0 is the clipping level. This equation explains about 
the probability that PAPR of symbol block exceeds 
𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃0.   
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2.3 PAPR Distribution 

Distribution of PAPR plays vital role in order to 
design and develop PAPR reduction technique 
effectively. It is also important for designing the whole 
OFDM system.  PAPR distribution is used to calculate 
BER and achievable rate [8]. 

In OFDM, if real and imaginary part of x[n] are 
uncorrelated and orthogonal then data stream of input 
signal must be i.i.d. Real and imaginary part of input are 
i.i.d. for large number ‘N’ using central limit theorem 
that is Gaussian random variable each with zero mean 
and variance. [z] 

σ2=
E[|x[n]|]

2
 

For ‘N’ OFDM signals, Gaussian probability 
distribution is given as: 

                     P[x(n)]= 1
�2πσ2

exp �- x2[n]
2σ2 �                            (11)    

where 𝜎𝜎2 is variance of [𝑥𝑥(𝑛𝑛)]. 

Rayleigh distribution is followed by the amplitude of 
OFDM signal and its PDF is given by: 

                    P[x(n)]= 2|x(n)|
σ2 exp �- |x(n)|2

σ2 �                          (12) 

Chi-square distribution is followed by power of OFDM 
signal. CCDF is a probability that describes real-valued 
random variable X≥x 

If F(y) is the CDF of OFDM signal then where y is the 
reference level i.e., 

F(y)=1-exp(y) then CCDF is given as: 

P(PAPR>y)=1-P(PAPR≤y) 

                                             =1-F(y)N 

                                             =1-(1- exp(y)N )                           (13) 

2.4 Factors Affected PAPR [9] 

Number of subcarriers: Complex base band signal for 
one symbol in multi-carrier system can be expressed as: 

                           x(t)= 1
√N
∑ an

N
n=1 e-wnt                                (14) 

where ‘N’ is the modulating symbol and also number of 
sub-carriers. X(t) tends towards Gaussian distribution 
for large number of MPSK. These subcarriers are out of 
phase a high PAPR is produced.  

Order of Modulation: Due to high order of modulation, 
high data B.W. efficiency can be achieved for example 
QAM. PAPR is increased when signal get integrated 
while higher order of modulation. One of the advantage 
of OFDM is that sub-carriers can adopt channel 
condition as modulation works independently for these 
sub-carriers. 

Constellation Shape 

Constellation shape helps in reducing PAPR. This is 
done by additional processor associated with encoding 
and decoding. 

Pulse Shaping 

Pulse shaping is very popular in terrestrial 
communications specially for baseband signals which is 
used to decrease the BW of the transmitted signal. Due 
to this, overshoot problem arises which increases PAPR.  

2.5 Clipping and filtering 

Clipping and filtering is the easiest way for OFDM 
reduction. At a defined level, clipping limits the 
maximum amplitude of OFDM signal. It is the easiest 
way to implement such method. 

In clipping method, some parts of the amplitude are 
clipped off which are above the defined level. Clipping 
equation is given as follows: 

                            C(x)= � x,  |x|≤Ζ
Ζ,  &|x|>Ζ                                 (15) 

where Ζ is the clipping level and also a positive number. 
Usually clipping is done at transmitter side. The correct 
estimation is required for clipping the OFDM signal and 
there are two parameters i.e., location and size of the 
clip. Clipping produces two problems into OFDM 
signals one is in band distortion and second one is out 
of band radiation. Filtering is one of the method which 
is used to reduce the out of band radiation. 

2.5.1 Drawbacks of clipping and filtering method 

• It produces in band signal distortion which 
degrades BER performance. 

• It produces out-of-band radiation which 
enhances aliasing problem. 

• Out of band radiation can be reduced by 
filtering process but peak re-growth arises. 

To reduce the overall peak re-growth, repeated 
clipping and filtering is used which increases the overall 
cost of the system. 

2.6 RCF Method  

This technique is useful to cure the OOB distortion 
but in-band distortion can’t be removed. Input vector is 
first converted from frequency domain to time domain. 
‘N’ is the number of subcarriers in each OFDM symbol. 
By adding zeros in the middle of the input vector, the 
input vector is extended. Through this interpolation is 
done at time domain signal [10]. When input signal is 
consisting of integral frequencies over FFT window then 
perfect trigonometric interpolation is obtained in case of 
OFDM.  
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Figure 3: Block diagram of RCF method 

 
Figure 4: RCF Implemented OFDM model 

The time domain signal is clipped and described as 
follows: 

                 C= ��cratio*E[|x|2],  & |x|2>ct

x,  & |x|2≤ct
                     (16) 

Where 𝐶𝐶 is the output of the time domain signal. The 
above equation signifies that clipping is done in the 
amplitude of discrete time domain signal. Amplitude is 
reduced whenever the signal exceeds the clipping level 
without changing the phase.   

𝑐𝑐𝑡𝑡 is the threshold clipping level and it is given as: 

                      ct=cratio*E[|x|2]                                 (17) 

 |𝑥𝑥|2is the signal power, 𝐸𝐸[|𝑥𝑥|2]  is the expected mean 
and  

𝑐𝑐𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 is defined the ratio of clipping level to mean 
power of the unclipped baseband signal. 

Frequency domain filtering is done after time domain 
filtering to reduce OOB distortion.  
 

3. Simulation Result 

 It is necessary to CCDF and BER of OFDM system 
when none PAPR technique is applied. From figure 5 
and 6, without using PAPR technique CCDF of the 
system is equal to 10.95dB while PAPR is equal to 25.812 
dB and SNR at BER 10−4  is 9.5612 dB 

 
Figure 5: CCDF of OFDM system without using PAPR techniques 
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Figure 6: BER of OFDM system without using PAPR technique 

From above it is clear that PAPR of system is quite 
high. So to reduce the PAPR of OFDM system PAPR 
reduction technique is applied i.e., RCF and RFC. These 
method   useful BER is improved by filter while PAPR 
is improved by clipping method.  

 
Figure 7: Effect of RCF on PAPR (CR=3 &I=2) 

Table 1: CCDF and SNR 

Technique CCDF of PAPR  SNR 

One clip and 
filter 

7.681dB 8.6718dB 

Two clip and 
filter 

6.6426dB 9.412dB 

Three clip and 
filter 

5.818dB 12.231dB 

Four clip and 
filter 

5.502dB 14.335dB 

From figure 7, 8 and 9, It shows for CR=3 and I=2, 
PAPR is improving and SNR also increasing which is 
shown below SNR is improved when PAPR reduction 

technique is applied. It is also found SNR and CCDF of 
PAPR shows opposite relationships.  

 

Figure 8: SNR vs BER curve after PAPR reduction applied on 
original OFDM signal 

 
Figure 9: CCDF of OFDM method for different values of ‘I’(oversampling) 

Table 2: CCDF of PAPR 

I CCDF of PAPR 
pilot 11.365dB 
1.125 5.306dB 
1.25 4.968dB 
1.5 4.895dB 
2 4.776dB 

On increasing the values of ‘I’, PAPR of OFDM 
decreases except I=pilot. CCDF improves when I increase 
and CR decreases. 

4. Conclusion 

Performance of OFDM is degraded due to high 
value of PAPR. This drawback is minimized by RCF 
method. CCDF of PAPR of original is found to be 

http://www.jenrs.com/
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7.681dB with SNR 8.6718dB which is reduced by using 
repeated clipping method and it is reduced up to 
5.502dB with increased SNR 14.335dB value also BER 
also improved along with. Reduction in PAPR helps in 
performance improvement of OFDM system. 
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ABSTRACT: Soil fertility needs to be assessed to develop strategies for long-term agricultural 
productivity. A study has been undertaken at Shirol tehsil, Kolhapur district, Maharashtra state, India 
to evaluate the fertility status of soil using nutrient index approach. For the present study PH, organic 
carbon, and EC were chosen as potential markers of soil quality along with primary nutrient potash 
and phosphrous. Objectives of this research are i) To provide nutrient availability index, ii) To assess 
soil fertility status and sugarcane productivity in the study area. Based on the soil parameters analysis, 
it is found that the soil is fertile. Sugarcane is the most cultivated crop in this area and the productivity 
of sugarcane is observed to be higher in study area as compared to national productivity. The nutrient 
index values for PH, Organic carbon and Phosphorous were normal, EC was low, and Potash was high. 
It is also observed that all ten years of study potash is high. Productivity change as well as nutrient 
values change over a period of time tested with standard t- test approach. 

KEYWORDS: Fertility, Micronutrients, Nutrient index value, Productivity 
 

1. Introduction   

1.1. Soil nutrient  

Nutrient management based on soil tests has become a 
major problem in attempts to boost agricultural 
productivity. The sustainability of Indian agriculture is a 
subject of growing concern due to declining soil fertility. 
In general, soil quality and soil health are synonymous 
with soil fertility, or the soil's reserve of agricultural 
nutrients It is important to acquire a single number for 
each nutrient in order to compare the levels of soil fertility 
between different areas. Nutrient Index Value (NIV) is one 
of the approach [1]. Soil analysis aids farmers and 
agricultural producers in determining which fertilizers are 
required and in what quantities they should be applied to 
the plant to generate a profitable crop [2]. The 5th of 
December is designated as "World Soil Day." India joins 
the rest of the world in recognizing the importance of soil 
and its role in our country's overall growth and well-being. 
To produce crops, farming combines manufactured 
agricultural equipment, natural capital soil, and human 
capital such as farmer expertise. The presence of currently 
used pesticides in the agricultural regions is found to be of 
major concern in many countries, indicating the need for 

long-term monitoring programs, particularly in regions 
with intensive agricultural activities, to determine the fate 
and accumulation of currently used pesticides in reality [3, 
4]. Soil fertility is a dynamic natural quality that changes 
as a result of both natural and human-induced influences. 
Figure 1 depicts the nutrient available in soil. 

 
Figure 1: Nutrients available in soil 

Soil chemical properties are one of the factors that 
influence soil fertility. The ability of the soil to naturally 
provide plants with the right kinds and amounts of 
nutrients is referred to as soil fertility [5,6,7]. Soil 
productivity refers to a soil's ability to produce crops 
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under specified management regimes and is measured in 
yields. Fertile soils are found in all productive soils [8-10]. 

A soil test is a chemical method for estimating the 
nutrient-supplying power of soil. The primary objective of 
soil testing is its ability to determine the nutrient status of 
the soil before the crop is planted. If the soil has an 
adequate supply of nutrients, it refers to the soil's ability 
to support life, generate economically valuable crops and 
sustain soil health without deterioration [11]. 

The Physico-chemical parameters analyzed in this 
research are: PH-The most significant property of soil is its 
PH level. Its effects on all other parameters of soil are 
profound. Electrical conductivity is another essential 
feature of soil that is used to determine its quality. It is a 
metric for the number of ions in a solution. When the 
concentration of ions in a soil solution rises, so does its 
electrical conductivity. Phosphorus is an essential 
component of every living cell. It's one of the most crucial 
macronutrients for plant development. Potassium is 
involved in a variety of plant metabolism events, 
including the generation of cellular structural components, 
photosynthetic regulation, and the production of plant 
sugars that are required for a variety of plant metabolic 
demands. The foundation of soil fertility is organic carbon 
in the soil. It releases nutrients for plant growth, helps to 
maintain soil structure and biological and physical health, 
and acts as a buffer against dangerous elements. 
Increasing soil organic carbon has two advantages: it aids 
in climate change mitigation and enhances soil health and 
fertility [12, 13]. Plants require thirteen vital nutrients as 
shown in Figure 1, which they obtain from the soil . 
Macronutrients are the six nutrients that plants require 
classified as primary nutrients N-P-K stands for Nitrogen, 
Phosphorus, and Potassium, and secondary nutrients are 
Calcium, Magnesium, and Sulphur. Micronutrients are 
the other nutrients that are only required at trace levels. 
Soil chemical properties are linked to properties that have 
a direct impact on plant nutrition. 

1.2.  Description of study area 

In this research, five soil parameters are analysed  for 
twenty villages as discussed in the second section, by 
calculating nutrient index values for the Shirol Tehsil, 
Kolhapur district, Maharashtra. Shirol Taluka of Kolhapur 
district is gifted by the presence of natural irrigation 
potential on account of five major rivers, i.e., Krishna, 
Panchaganga, Warana, Dudhganga, and Vedganga. The 
soil type here is alluvial. Normal rainfall is from June-
October, with 1019.5 mm. The top three crops cultivated 
are sugarcane at 113.9 (‘000 ha), paddy rain-fed at 113.8 
(‘000 ha), and groundnut at 57.4 (‘000 ha) . India is the 
world's second-largest producer of sugarcane after Brazil. 
Sugarcane is grown in all of India's states and at various 
times of the year. 

1.3. Methods and material 

Soil fertility Status in India and measure taken 

There are different types of soil in India, from the 
alluvial of the Indo-Gangetic plains to the dark red and 
black soils of the Deccan Plateau. The Government of India 
continues to have serious concerns about the health and 
quality of the soil. The Soil Health Card (SHC) programme 
launched in February 2015, is one of many soil health 
monitoring programmes being run by the Government of 
India. Under this programme, uniform standards are 
followed across all States for soil analysis. According to 
this plan, soil health condition is evaluated in relation to 
12 significant soil factors, which depicted in Figure 2  

 
Figure 2: Significant soil parameters in SHC 

State-wise Soil Nutrient Indices - Macro and Micro 
Nutrient for the Maharashtra State are as in Table 1 for two 
cycles. That clearly indicates potash is increased, nitrogen 
and Organic carbon are low. 

Table 1: Maharashtra State Nutrient Indices 

First Cycle- (2015-17) Second Cycle (2017-19) 

L M H L M H 

B, Fe, S, 
Zn, OC, 

N 

P, Cu, 
Mn 

K 
N, B, 
Fe, S, 

Zn 

P, OC, 
Cu, Mn 

K 

1.4. Agricultural Practices in the study area 

In India, small and marginal farmers follow basic 
fertilizer recommendations for N, P, and K, which rarely 
match soil fertility needs and frequently ignore secondary 
and micronutrients [14-16]. Aiming to sustain soil health 
and agricultural output, the Indian government is pushing 
integrated nutrient management (INM). 

2. Material  

Soil testing data is made available for research 
purposes by Shree Dutta Sugar Factory Shirol. Sugar mill 
provide soil testing facility to farmers to motivate them to 
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test their soil. Temporal time window is of ten years of 
data from the years 2010–2020. The data description is 
shown in Table 2. 

Table 2: Descriptive Statistics of the Whole dataset 

Descriptive PH EC OC P K 

Mean 7.51 0.65 0.75 27.84 543.96 

Standard Error 0.00 0.01 0.00 0.26 2.32 

Median 7.55 0.46 0.75 17.00 504.00 

Mode 7.50 0.30 0.60 7.50 1120.00 

Standard 
Deviation 0.41 0.92 0.30 26.59 239.12 

Sample Variance 0.16 0.84 0.09 707.06 57178.7
2 

Kurtosis 17.52 189.5 547.7 10.73 3.95 

Skewness -1.83 10.77 13.17 2.00 1.12 

Range 8.00 27.97 14.76 476.62 2689.70 

Minimum 0.60 0.03 0.04 0.38 0.30 

Maximum 8.60 28.00 14.80 477.00 2690.00 

Sum 7946
9 6888 7977 29449

4 5754524 

Count 1057
9 

1057
9 

1057
9 10579 10579 

2.1. Method 

The nutrition index (N.I) value is a measurement of the 
soil's ability to give nutrients to plants. The nutrient index 
approach introduced by parker and adopted and modified 
by many researchers Nutrient index is used to evaluate the 
fertility status of soils based on the sample classification. 
Sample are divided into three categories, low, medium 
and high. Region wise nutrient index can be calculated 
using the following formula [17]: 

Nutrient Index (N.I.) = (L × 1 + M × 2 + H × 3) / TOTAL  

where, 

L: Count of sample with low nutrient status.  

M: Count of sample with medium nutrient status 

H: Count of sample with high nutrient status  

TOTAL: This is total number of samples taken for a 
given area. 

The total number of samples analyzed in this research 
is 10579.  

Table 2 presents the descriptive statistics for the all 
sample and corresponding parameters. For the period of 
study (2010-2020) year wise nutrient index is calculated for 
the soil parameters under study. Twenty sample villages 
from Shirol Tehsil, western Maharashtra were selected for 
assessing village-wise average parameters. Ten year 
parameter wise nutrient status in the study area is shown 
in Table 3-Table 6 and Figure 1 through Figure 5. 

For selected village all farmers data used for 
calculation of village soil property status for ten years 
from 2010-2020.Yearly nutrient index is calculated 
combining all twenty village samples for that year, which 
is indicated in Table 7. Samples are classified as per Table 
6. Figure 4 shows NIV trends over ten years. Table 6 gives 
overall soil nutrient status of study area. 

As sugarcane is dominating crop of the study area, 
sugarcane production for the same temporal window is 
used for finding the productivity of the region. Sugarcane 
production data is made available by Shree Dutta Sugar 
Factory Shirol [18]. Production is recorded with six 
features such as farmer name, gat number, area, irrigation 
mode, cane variety and compute type, etc. number of 
records are 287475, recorded from the year 2010 to 2020. 
By using this dataset village-wise sugarcane cultivated 
area and total production from that further derived 
feature is the productivity of a particular village. Study 
area productivity is calculated per year as shown in Figure 
5, this data is derived from all village productivity. Soil 
parameters and sugarcane productivity analysis is done 
for same time window, so tried to see a correlation 
between nutrient index value and productivity. This study 
found a positive correlation but less. Compute type is a 
crop cultivation method based on the season which is 
impacting the production and maturity and also has an 
effect on production. 

2.2. Classification of Nutrient Index Value 

Based on the macronutrient Nutrient index value 
calculated for the study area, which is a fertility indicator 
of soil. Soil parameters and their nutrient indices for ten 
years are as shown in Table 7. Figure 4 clearly observe 
potash is excess during all the years this is tested with T-
test for testing hypothesis H0 Potash in study area is 
above normal range, and accepted the null hypothesis. 
This could be due to excess fertilizer use. Electrical 
conductivity is towards lower border. Most of the soil 
samples are alkaline as PH is on the higher side. Organic 
carbon is observed normal, phosphorus is fifty percent 
normal, rest is below normal. Soil fertility status was 
calculated from all samples and labeled into three classes 
as per Table 6, and labels are shown in Table 8.  
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Table 3: Village-wise Ten Year Phosphorous status mg kg−1 

Village Name 2010-11 2011-12 2012-13 2013-14 2014-15 2015-16 2016-17 2017-18 2018-19 2019-20 

AKIWAT 10.81 10.89 14.55 28.00 21.10 32.16 17.84 11.05 57.68 51.99 

ARJUNWAD 14.30 10.59 15.62 16.80 21.33 18.74 14.12 9.55 37.88 58.57 

BORGAON 8.00 11.13 11.60 21.00 23.30 15.49 14.47 8.40 30.55 47.11 

CHAND-
 

10.67 6.89 11.76 17.50 16.50 43.01 12.97 7.10 29.51 61.34 

CHINCHWAD 11.02 14.43 16.58 23.53 21.10 25.52 7.01 6.36 42.88 50.84 

DATTANAGAR  10.21 15.70 13.43 18.00 38.00 32.99 11.64 6.42 32.28 56.03 

JAMBHALI 9.25 11.29 13.51 25.29 32.60 28.63 15.21 9.59 42.61 53.85 

JANWAD 5.00 8.88 12.28 18.18 44.20 15.32 14.71 6.21 30.04 64.17 

KURUNDWAD 11.37 12.71 12.94 20.56 24.23 33.88 13.59 10.58 53.24 55.50 

MANGAVATI 7.21 10.09 15.74 26.00 34.90 36.66 12.42 8.66 26.87 57.82 

NANDANI 16.21 13.59 14.77 13.57 21.74 36.15 13.91 11.20 36.34 54.93 

RAJAPUR 6.97 10.64 15.10 18.25 16.80 31.81 7.00 7.47 41.12 49.55 

SHAHAPUR 9.31 8.50 13.28 21.97 32.60 33.56 15.34 8.96 24.98 47.70 

SHEDBAL 6.83 5.78 5.95 19.25 18.60 14.36 8.95 7.89 33.62 55.30 

SHIRATI 11.12 10.36 15.08 19.89 16.10 26.22 18.34 8.36 29.18 60.24 

SHIRDHON 16.92 7.35 11.46 15.05 20.43 37.16 15.36 9.75 43.48 62.89 

SHIROL 10.24 10.17 13.60 22.74 22.62 25.23 17.23 9.45 41.79 66.71 

TAKALI 9.11 8.03 10.48 18.00 32.60 29.17 12.75 9.73 49.65 52.84 

TERWAD 15.80 14.14 7.68 21.67 10.00 16.15 12.85 7.98 40.66 44.67 

UDGAON 10.43 7.82 12.35 22.15 12.15 33.72 8.29 9.65 35.14 53.89 

Table 4: Village-Wise Ten Year Potash Status Mg Kg−1 

Village Name 2010-11 2011-12 2012-13 2013-14 2014-15 2015-16 2016-17 2017-18 2018-19 2019-20 
AKIWAT 367 417 525 392 319 328 670 516 597 367 

ARJUNWAD 417 427 451 691 547 473 578 663 635 417 

BORGAON 277 319 358 414 706 454 453 519 545 277 

CHAND-SHIRADWAD 310 350 542 429 498 439 461 615 572 310 

CHINCHWAD 515 578 869 468 577 553 740 696 648 515 

DATTANAGAR  423 397 503 715 347 457 529 781 547 423 

JAMBHALI 335 415 477 565 480 433 709 725 654 335 

JANWAD 415 426 470 529 829 613 531 606 771 415 

KURUNDWAD 238 326 643 353 907 452 492 628 594 238 

MANGAVATI 324 366 459 479 631 421 664 558 485 324 

NANDANI 405 419 566 657 717 502 433 669 703 405 

RAJAPUR 498 684 570 573 755 494 567 624 623 498 

SHAHAPUR 278 504 339 347 862 484 398 770 661 278 

SHEDBAL 286 371 379 439 720 426 621 626 565 286 

SHIRATI 300 336 440 477 829 514 538 660 605 300 

SHIRDHON 454 339 563 607 717 468 580 668 682 454 

SHIROL 381 403 525 530 549 555 501 615 643 381 

TAKALI 437 391 454 376 577 443 596 640 566 437 

TERWAD 505 414 510 324 347 582 747 740 722 505 

UDGAON 433 457 460 405 535 531 605 604 666 433 

Table 5: Village-wise Ten Year Organic Carbon  % Status 
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Village-> Year  2010-11 2011-12 2012-13 2013-14 2014-15 2015-16 2016-17 2017-18 2018-19 2019-20 
AKIWAT 0.55 0.67 0.57 0.90 0.87 0.75 0.68 0.78 0.67 0.86 

ARJUNWAD 0.64 0.71 0.58 0.62 0.61 0.72 0.91 0.84 0.77 0.73 

BORGAON 0.51 0.55 0.54 0.50 0.48 0.66 0.79 0.88 0.74 0.77 

CHAND-SHIRADWAD 0.53 0.65 0.48 0.38 0.60 0.56 0.60 0.79 0.68 0.81 

CHINCHWAD 0.60 0.81 0.72 0.65 0.69 0.74 0.84 0.84 0.81 0.86 

DATTANAGAR  0.50 0.54 0.65 0.55 0.90 0.72 0.84 0.83 0.75 0.74 

DHARANGUTTI 0.63 0.64 0.63 0.67 0.82 0.78 0.81 1.03 0.82 0.82 

JAMBHALI 0.71 0.70 0.66 0.63 1.92 0.73 0.87 0.86 0.92 0.84 

JANWAD 0.49 0.64 0.70 0.49 1.05 0.68 0.67 0.85 0.77 0.80 

KURUNDWAD 0.60 0.68 0.67 0.51 0.59 0.69 0.88 0.94 0.76 0.83 

MANGAVATI 0.66 0.59 0.61 0.57 0.81 0.72 0.94 0.76 0.69 0.75 

NANDANI 0.67 0.99 0.64 0.71 0.45 0.81 0.81 0.93 0.79 0.89 

RAJAPUR 0.57 0.60 0.56 0.64 0.48 0.68 0.65 0.66 0.72 0.81 

SADALGA 0.55 0.55 0.57 0.56 0.77 0.73 0.82 0.82 0.79 0.88 

SHAHAPUR 0.93 0.60 0.64 0.51 1.05 0.64 0.69 0.90 0.81 0.80 

SHEDBAL 0.45 0.62 0.58 0.53 0.78 0.65 0.81 0.75 0.74 0.88 

SHIRATI 0.63 2.53 0.75 0.62 0.84 0.82 0.82 0.80 0.81 0.85 

SHIRDHON 0.58 0.74 0.59 0.68 0.51 0.90 0.80 0.78 0.72 0.84 

SHIRGUPPI 0.72 0.58 0.54 0.58 0.45 0.49 0.81 0.73 0.86 0.75 

SHIROL 0.60 0.64 0.62 0.58 0.84 0.76 0.84 0.84 0.78 0.83 

TAKALI 0.64 0.61 0.70 0.51 0.60 0.62 0.83 0.87 0.75 0.70 

TERWAD 0.59 0.63 0.58 0.40 0.72 0.80 0.76 0.70 0.82 0.68 

UDGAON 0.33 0.64 0.64 0.65 0.57 0.87 0.91 0.91 0.85 0.83 

Table 6: Nutrient Index Value- Classification. 

Nutrient Class Nutrient Index Value 

LOW < 1.66 
MEDIUM 1.67 -2.33 

HIGH >2.33 
 

 
Figure 4: The trend in Nutrient Index value in the study area 

Table 7:  Nutrient Indices for ten years 

YEAR PH-NIV EC-NIV OC-NIV PHOSPHROUS-NIV Potash-NIV 
2010-11 1.96 2.11 1.95 1.20 2.68 
2011-12 2.00 2.07 2.01 1.25 2.63 
2012-13 1.99 2.18 2.40 1.48 2.81 
2013-14 1.98 1.98 1.97 2.23 2.83 
2014-15 2.00 1.74 2.12 2.31 2.89 
2015-16 2.00 1.55 2.12 2.30 2.85 
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2016-17 2.00 1.69 2.23 1.70 2.94 
2017-18 2.00 1.55 2.26 1.23 2.98 
2018-19 2.00 1.44 2.11 2.31 2.97 
2019-20 2.00 1.68 2.00 2.79 2.97 
2010-20 2.00 1.63 2.33 2.13 2.89 

 

Medium is the acceptable range for many crops. We can 
say soil is fertile but needs proper nutrition management 
to avoid deficiency as well toxicity of soil. 

Table 8: Percentage- NIV –Shirol Tehsil 

Soil 
Property 

L 

 

M 

 

H 

 

NIV Fertility 
Index 

PH 0.53 99 0.09 2.00 Medium 

EC-dsm-1 57 22 20 1.63 Low 

OC % 9 49 42 2.33 Medium 

PHOS- mg 
kg−1 

28 30 42 2.13 Medium 

Potash- mg 
kg−1 

0.72 10 89 2.89 High 

Productivity column is added for unit area production. 
Average productivity for the period of study in the study 
area is 99.6, which is greater than Maharashtra state 
productivity.  

 
Figure 5: Sugarcane Productivity of study area in tons 

3. Results and discussion 

Dataset had outliers as well as missing values; those 
records are not considered for analysis. Based on 
available data and parameters following observations 
were noted. From Table 6 pH of soils is normal (99% 
Samples). Electrical conductivity was low (57 % samples). 
Organic carbon was found to be normal. The nutrient 
index value for major nutrients phosphorus normal and 
potash was found to be high. Average sugarcane 
productivity in India is 70-80, the average sugarcane 

productivity in Maharashtra is 80.72, , and the average 
productivity of the study area is 99.6. Hypothesis is tested 
with standard test. H0 - Productivity of the region is 
increasing. From test statistics H0 is rejected and Ha is 
accepted as in productivity there is not much change over 
a period of study. This indicates soil is fertile and 
productive. Soil type is Black Soil, and from the nutrient 
index observation it is fertile as well. Black soils can be 
used for a variety of crops because of their high moisture 
content, which makes them ideal for growing cotton. 
Black cotton soil is another name for it in common usage. 
However, a wide variety of other crops, including rice, 
sugar cane, wheat, jowar, linseed, sunflower, cereal crops, 
citrus fruits, tomatoes, tobacco,  groundnut, any crops, 
and millets and oilseeds, can be cultivated on these soils. 

4. Conclusions 

Understanding the consequences of existing farming 
practices and assessing the suitability of these soils for 
future policy formulations will help to ensure that this 
resource gives farmers the most benefit. This research will 
facilitate improved decisions for most of the stakeholders 
of the agriculture industry such as farmers, agriculture 
managers, and government bodies involved in policy-
making for improvement in the economic production of 
agricultural products. Soil fertility index will help in 
nutrient management and fertilizer application. The soil 
nutrient index provides an index of nutrient availability 
for fertilizer recommendation and evaluation of soil 
fertility. According to soil fertility crop recommendation 
is possible. Soil health leads to the health of plants which 
gives healthy nutritious food for all living beings, so 
healthy life on the planet. 
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Trajectory Correction Method of Motion Description Language 
of Vertebral Milling Robot based on Force Feedback 
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ABSTRACT: In the real-time control procession of the vertebral milling robot, there are problems such 
as heavy workload of the operator, long working time, operational tremble and complicated procession. 
In order to solve the clinical practical basic problems such as avoiding excessive milling and force 
perception control of vertebral milling robot, this paper proposes a method of trajectory correction of 
motion description language of milling robot based on force feedback. The task of trajectory correction 
of the milling robot oriented to force feedback, on the basis of ensuring the atom relationship of motion 
description language, defines seven motion atoms for the function of avoiding excessive milling during 
the actual operation of the milling robot. A milling robot experimental system is built with a force 
feedback control handle and a milling robot. Experiments are carried out on the trajectory correction 
method of the milling robot based on the motion description language. The experimental results verify 
the feasibility and effectiveness of this method. The innovation of this paper is reflected in the following 
two aspects. The use of force feedback to define and model motion description language atoms is an 
innovation, and the application of motion description language trajectory correction method to the 
field of vertebral milling robots is an application innovation. 

KEYWORDS: Milling robot, Motion description language, Force feedback, Trajectory correction, 
Vertebral lamina milling 
 

1. Introduction 

1.1. Vertebral milling robot 

This template, In recent years, with the rapid 
development of society, the problem of aging population 
structure has become more and more serious. Spinal 
stenosis represented by lumbar disc herniation is a 
relatively common back pain caused by long-term 
compression of the medial spinal nerve by the spinal 
canal. The incidence of diseases, especially elderly people, 
is particularly high [1]. 

As people get older, the physiological functions of the 
human spine gradually degenerate, such as spinal 
hyperplasia and lamina thickening, which can cause the 
spinal canal space to become smaller and compress the 
spinal nerves. The degenerative condition can cause 
numbness and pain in the lower limbs of the patient, and 
in severe cases, it can lead to paralysis [2]. The most 
effective surgical treatment for this disease is lamina 

decompression, and vertebral milling is an important step 
in the process of lamina decompression [3].  

 
Spinal canal Spinal nerve Spinal canal

Remove the spinous 
process to decompress 

the spinal canal

Milling bone drill

Milling area

 
Figure 1: Schematic diagram of the "double window" of laminectomy 

Vertebral lamina milling requires the doctor to mill the 
lamina of the lesion area and remove the spinous process 
with the aid of positioning and navigation, and mill the V-
shaped groove on one or both sides of the spinous process 
of the spine, as shown in Figure 1. Expand the space and 
scope of the spinal nerves in the spinal canal, so that the 
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compression of the vertebral lamina wall on the nerves 
and blood vessels can be released, and the "single 
window" or "double window" operation of the vertebral 
lamina can be realized [4], so that the spinal nerves and 
vertebrae joints return to normal functions. 

As we all know, the blood vessels and nerves that 
connect the brain and various organs are scattered around 
the spinal canal, and the risk of spinal surgery is higher. 
Improper operation during the surgery may damage the 
nerves and blood vessels around the spinal canal. The 
small residual amount of milling the lamina may damage 
the nerves in the spinal canal, and the excessive residual 
amount may not achieve the effect of decompression of the 
spinal nerves [5]. During the milling operation, the doctor 
basically relies on the operating experience to control the 
strength and feed depth of the milling. Therefore, doctors 
lacking experience in hand manipulation and strength 
cannot guarantee the success rate of surgery, and may 
cause surgical injury to patients. Medical surgery hospitals 
urgently need more advanced assistive robotic equipment 
to improve the current surgical situation [6]. 

In the field of orthopedic robots, the United States and 
Europe are at the leading level, and various countries in 
Asia and Europe are actively investing and developing. 
Common doctor operations in spinal surgery include 
drilling and milling. As early as 1992, French Sautot et al. 
used CT images to drill nail and used PUMA spinal 
surgery assistant robots to assist doctors in drilling nail 
path. In 2003, the second-generation Renaissance spine 
assist robot system developed by Israel's Mazor company 
realized automatic posture adjustment to assist doctors in 
drilling nail path [7]. In 2006, the VectorBot spine surgery 
robot system developed by Ortmaier at the German 
Aerospace Center can realize the drilling and milling 
operations. 

In China, the research on orthopedic surgical robots is 
still in the initial stage of accumulation, lagging behind 
Europe and the United States. In 2006, Wang of Beijing 
University of Aeronautics and Astronautics developed a 
spinal surgery milling system, which determined the state 
of vertebral milling by monitoring the force change of the 
bone drill when milling the vertebrae. In 2019, Li of Harbin 
Institute of Technology independently developed clinical-
oriented SRAS image navigation, data acquisition and 
other software systems, and achieved many results in 
robotic laminar surgery planning methods. 

1.2. Control method of surgical milling robot 

Human spine bone is divided into two types, cortical 
bone and cancellous bone. The milling operation of spinal 
decompression and the drilling operation of screw 
insertion are both the inner cortical bone as a safe surgical 
restraint to avoid damage to the nerves and spinal cord in 
the spinal canal of the patient [8-9]. 

In recent years, scholars from various countries had 
also proposed a variety of effective control methods for the 
surgical operation of vertebral milling robots. Deng of the 
University of Hamburg used fuzzy control to adjust the 
feed depth and speed of the milling head in the process of 
vertebral milling, which improved the quality and 
efficiency of milling [10]. Wang used a parametric 
modeling method to identify the bone layer, but this 
method was based on the milling force data, and the 
difference in environmental parameters may cause the 
identification results to be inaccurate [11]. 

Compared with doctor operation, medical milling 
robot has many advantages such as anti-fatigue, anti-
radiation and good stability [12]. In summary, the research 
on the control of medical milling robots is still in the 
accumulation stage. It is necessary to further improve the 
milling robot modeling and milling control methods.  

2. Force Feedback and Motion Description Language 

2.1. Force feedback 

At this stage, with the practical application of milling 
robots, force feedback technology has become a very 
important information interaction technology for milling 
robots [13-15]. The introduction of force feedback into the 
milling robot system will increase the amount of 
information feedback and the milling accuracy of the 
doctor, which in turn will improve the milling quality, 
reducing misoperation, and shortening the milling 
operation time [16]. There are two types of force feedback 
methods for milling robots, direct feedback and 
perception substitution [17]. The direct feedback method 
is that the force sense information is directly fed back to 
the operator through the tactile device [18-19]. In short, we 
use the operation control unit with force feedback function 
to perform force perception, which can increase the 
immersion and realism of the doctor during the operation. 

2.2. Motion Description Language 

The basic physical model of the Motion Description 
Language (MDL), is also known as the motion state 
machine model. The motion state machine model is to 
form a mapping relationship from the state space to the 
output space. The motion state machine model definition 
[20-21] is: 



( ) ( )( )
( )

x G x u k y

y h x

= +

=



                               (1) 

Among them, x, y and u are the vector functions of the 
time variable t, G is the matrix, and h and k are the 
mapping of the vector space. 

Under the framework of motion description language 
control theory, the control process and state process of a 
complete control system can be decomposed into several 

http://www.jenrs.com/


 W. Ding et al., Trajectory Correction Method of Motion Description 

www.jenrs.com                           Journal of Engineering Research and Sciences, 1(10): 26-35, 2022                                      28 
 

small segments and sub-processes. Each sub-process is 
expressed by a triple (u, k, t), this triple is called a motion 
atom, where u is the control input, k is the control law, and 
t represents time. Represent a continuous state system in 
segments, and then use parameterized motion atoms (u, k, 
t) to represent each sub-process, and reconstruct the 
original continuous system in the form of a sequence of 
motion atoms, we can use a set of discrete motion atom 
symbol sequences to drive the original continuous system. 

The triples (ui, ki, Ti) are called "motion atom", and the 
set consisting of these triples is called the "motion 
alphabet". The robot control process program is a symbol 
string composed of motion atoms to realize the drive and 
control of the robot. Representing a continuous system in 
segments, and then expressing each segment with 
parameterized motion atoms, a sequence of discrete 
symbols can be used to drive the continuous system. 

It is described by the spatial kinematics of the robot of 
end tool coordinate system. If the end of robot moves 
along a curve in space, the general form of the curve 
equation [22] is: 

 

( )
( )

1

2

, , 0
, , 0

F x y z
F x y z

=
 =                                    (2) 

This curve is simplified as F(X)=0, where Χ=(x,y,z)T, 

 ( ) ( )
( )

1

2

, ,
X

, ,
 

=  
 

F x y z
F x y z

F                                (3) 

If the initial state of the robot is x0=x(t0), after receiving 
the combination of motion atoms (u1, k1, T1) (u2, k2, T2)...(un, 
kn, Tn), the system state motion law can be expressed as: 



( ) ( )( )
( ) ( )( )
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;                 
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


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
        (4) 

In the above formula, u, X, and y are functions of t. u is 
the system input function. X is the n-dimensional system 
state function. y is the output function of the system, and 
k is the n-dimensional state feedback. 

From the perspective of bionics and artificial 
intelligence, robot behavior is defined as a collection of 
continuous actions of a robot with certain characteristics. 
The design of the motion description language atom 
function is used to express a certain behavioral feature of 
the robot, and the robot's behavior is corresponding to the 
motion atoms of the motion description language. 
Designing a set of symbol strings composed of motion 
atoms is called motion planning of a robot. The structure 
of the robot control system based on the motion 
description language method is shown in Figure 2. 
Overall, the robot controller is responsible for path 

planning and motion description language atom sequence 
generation. 

Path planning

Trajectory 
generation

MDL generator

MDL interpreter

Terminal motion 
control

Robot controller

Motion Controller

MDL String

 
Figure 2: Control system configuration of MDL framework 

The compiler receives a sequence combination of 
motion atoms, and then the compiler translates this 
sequence into segments and maps the motion segment 
group. The slave robot can autonomously complete the 
motion segment expressed by the atom. The master 
operator organizes the motion control program sequence 
according to the robot's motion alphabet, and the slave 
robot actuator generates the actual motion to complete the 
robot's planning task. 

2.3. Motion Description Language Model of the Vertebral 
Milling Robot based on Force Feedback 

The medical milling robot is applied to the milling 
process of human vertebral laminae, and its expected 
movement path has been clarified. However, due to the 
large differences in the stiffness and hardness of human 
tissue, cortical bone and cancellous bone, the robot may 
encounter different resistance and impedance conditions 
during real-time operations. In the task of orthopedic 
milling operations, the robot is required to have a certain 
degree of compliance with the force of the human tissue to 
avoid excessive damage. Therefore, this article refers to 
forming an admittance model between the robot and the 
force feedback sensor, and modeling the working 
environment as a spring system model [23]. 

The impedance factor and force feedback are used as 
the control reference factors for adjusting the robot 
trajectory. In the MDL control process, not only the 
position and posture, but also the resistance factor must be 
considered. That is, the force feedback has an influence on 
the MDL control process, forming an admittance factor, 
and achieving force-based feedback MDL control. Due to 
the effects of various organizations and resistances, the 
robot's planned path deviates from the actual path, and 
the robot's posture needs to be adjusted to achieve the 
desired trajectory planning [24]. 
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Admittance control is a control method based on the 
dynamic relationship between force and speed or position. 
The admittance model can be regarded as the inverse 
process of the impedance model [25].  

 
Figure 3: The contact diagram of the robot end with the environment 

The contact process between the milling robot and the 
environment can be divided into two stages, (1) non-
contact and no-load spatial movement; (2) constrained 
spatial movement after contact with the environment [26]. 
The contact procession is shown in Figure 3. Xe represents 
the position of the working environment, Xr represents the 
actual position of the end effector of the milling robot [27-
28]. 

In this paper, the control algorithm adopts the 
admittance control method to realize the control process 
of the contact force. The control block diagram is shown in 
Figure 4. The model of force-sensing milling robot system 
is simplified to a "spring-damping" second-order system 
model, and the working environment model is simplified 
to a first-order spring model [29-30]. 

Admittance 
model
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-
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Figure 4: Control block diagram of position-based force tracking 

admittance model 

In Figure 4, the meaning of each variable is shown in 
Table 1. In general, position control satisfies the variable 
Xc=Xm, and the error between the expected reference 
trajectory and the actual trajectory of the robot is E=Xm−Xr= 
Xc−Xr. 

Table 1: Variable Table of Admittance Control Model 

NO. Variable 
name 

Variable meaning 

1 Xm The actual track position of the milling robot 
2 Xc Trajectory position command sent to the 

milling robot 
3 Xr The trajectory position variable 

corresponding to the desired tracking force 
at the end of the milling robot 

4 Ke Environmental stiffness 
5 Xe Environment location variables 
6 Fd Desired tracking power 
7 Fe The actual contact force obtained by the 

sensor 
8 ∆F Force error of robot 
9 E Trajectory deviation 

Through the above-mentioned environmental model 
analysis, the working environment of the milling robot is 
assumed to be a first-order spring model [31-32]. Then the 
contact force between the milling robot and the 
environment is Fe= Ke(Xe−Xm) = Ke(Xe−Xc), and the 
deviation between the robot's expected tracking force and 
the actual contact force obtained by the sensor is ∆F=Fe−Fd. 

In the admittance control model shown in Figure 4, the 
expression of the admittance control model is the second-
order function K(s) = 1/(Ms2+Bs+K), that is, the robot force 
error ∆F and trajectory error E are the second-order 
differential system of "spring-damping", the expression is 
as follows, 

               (5) 

In the above formula, K, M and B represent stiffness 
coefficient, mass coefficient and damping coefficient, 
respectively. 

According to the force error ∆F, the track position Xc 
sent to the milling robot can be obtained by calculation, 
expressed as Xc=Xr+E=Xr+∆F·K(s). 

At this time, E=Xc−Xe, analyzing the impedance 
characteristics of unidirectional force error and position 
error, e=xc-xe, Suppose the estimated value of 

environmental position ˆex = xe−δxe, after calculation, its 
corresponding trajectory position error ê=e+δxe, and 
obtain the equation 

 (6) 

Among them, fe and fd are time-varying functions, and 
the force tracking error is a time-varying function. 

The problem of trajectory correction based on force 
feedback is the most basic practical problem in the clinical 
application of vertebral milling robots. Converting it into 
an experimental task can be summarized as follows, the 
vertebral milling robot moves on a planned trajectory, 
performs milling operations on the outer layer of 
cancellous bone. If reaches the inner layer of cortical bone 
according to the force feedback handle feedback exceeding 
the admittance parameter threshold, then switch the MDL 
atoms to modify the trajectory according to the current 
movement situation to achieve the effect of protecting the 
nerves in the vertebrae. 

Based on the analysis of the above operation tasks, this 
article defined seven control atoms, which described the 
movement of the vertebral milling robot along the space 
linear motion correction, the plane circular motion 
correction, and the space circular motion correction under 
the description of the tool coordinate system atoms, their 
motion atoms and motion alphabet definitions are shown 
in Table 2. 
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Table 2: Description Table of Milling Robot Motion Atoms 

No. Behavior 
classification 

MDL atoms Switching conditions 

1 Linear motion 
regression 
correction 

（u1,k1,δ1） The feedback force is 
greater than the 
threshold value F1 

2 Plane left circular 
motion 
correction 

（u2,k2,δ2） Right plane circular 
motion, the feedback 
force is greater than 
the threshold F2 

3 Plane right 
circular motion 
correction 

（u3,k3,δ3） Left plane circular 
motion, the feedback 
force is greater than 
the threshold F3 

4 Correction of the 
forward 
movement of the 
left circle of the 
three-
dimensional 
cylinder 

（u4,k4,δ4） The rightward three-
dimensional 
cylindrical arc 
backward movement, 
the feedback force is 
greater than the 
threshold F4 

5 Correction of the 
forward 
movement of the 
right circle of the 
three-
dimensional 
cylinder 

（u5,k5,δ5） The backward 
movement of the 
three-dimensional 
cylinder arc to the left, 
the feedback force is 
greater than the 
threshold F5 

6 Three-
dimensional 
cylindrical left 
arc backward 
motion 
correction 

（u6,k6,δ6） Three-dimensional 
cylindrical arc 
forward motion to the 
right, the feedback 
force is greater than 
the threshold F6 

7 Three-
dimensional 
cylindrical right 
arc backward 
motion 
correction 

（u7,k7,δ7） Leftward three-
dimensional 
cylindrical arc 
forward motion, the 
feedback force is 
greater than the 
threshold F7 

The motion atom σ1=(u1, k1, δ1) is "the vertebral milling 
robot moves back and forth along a straight line in the tool 
coordinate system". When the operator performs milling 
tasks through the robot system, the interaction force 
between the end effector of the milling robot and the 
lamina tissues that he cares about is greater than the 
threshold, which means, the milling force is too large, and 
corresponding corrections and adjustments is needed. 
Therefore, the linear motion of the robot in the tool 
coordinate system is defined as the control atom. 

If the direction vector of the end effector along a 
straight line in the tool coordinate system is s=(m,w,p)T 
and m≠0, then the linear motion equation  [33-34] can be 
expressed as 

( )
( )

1

2

, ,
, ,

F x y z wx my
F x y z px mz

= −
 = −                              (7) 

The system state equation based on MDL can be 
expressed as formula (4), 
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∆f=fe-fd, u=(∆f) is the control input, y is the control 
system output. k1(u, y) is the control law of u1 atom, and 
its expression is as follows, 
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δ1 is the execution condition function of the atom (u1, 
k1, δ1). It is a function defined in the output space of the 
system. The value range is {0,1}. When δ1(y)=0, it means 
(u1, k1, δ1) continues to act on the control system, and when 
δ1(y)=1, it means that the slave robot system will execute 
the next motion control atom [35]. δ1 is defined as, 

( ) ( )
( )

1 1
1

1 1

0, 0
=

1, 0
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δ
ρ ρ

 − <
 − ≥

if
if

y
y

y
                      (12) 

   
Figure 5: Vertebral milling robot control handle (left) and vertebral 

operation platform (right) 

Among them, ρ1(y) is the feedback force of the end 
mechanism motion when the atom σ1 is executed, and ρ1 
is the given feedback force threshold F1. In the same way, 
define (u2,k2,δ2),...(u7,k7,δ7), and the basic parameter 
variables can be deduced by analogy. When the milling 
robot approaches the desired trajectory in the advancing 
direction, the robot azimuth angle θ will tend to the 
desired straight line. When the force feedback is greater 
than the threshold value F1, the backlash correction is 
performed immediately, and the K1 control law is 
switched, and finally back to the planned trajectory to 
avoid damage to the vertebra due to excessive milling. δ1 
is a function defined on the output space of the robot. 
(u2,k2,δ2), (u3,k3,δ3),...(u7,k7,δ7) for symbol definition and 
function description refer to (u1,k1,δ1). 
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3. MDL Trajectory Correction Experiment of Vertebral 
Milling Robot based on Force Feedback 

3.1. Experimental Platform of Vertebral Milling Robot 

The milling robot system is mainly composed of two 
parts, a three-dimensional force feedback handle and a 
milling robot platform. The platform uses a three-
dimensional force feedback handle to control the milling 
robot. The control handle adopts the force feedback 
sensing device independently developed by this group, as 
shown in Figure 5.  

The control handle of the robot adopts an enhanced 
three-dimensional structural design, which integrates the 
spatial perception display method of three-dimensional 
force perception and three-dimensional force feedback. 
The platform implements the terminal handle 
enhancement control function for the force feedback 
handle, which can realize the high-precision control of the 
handle and the expression function of multi-dimensional 
force feedback information. 

The experimental platform of the milling robot is 
shown in Figure 6. Its control handle has the function of 
direction control of up, down, left and right. It also 
includes the function of controlling forward and 
backward of the controlled object. It sends console 
commands to the milling robot. The interactive 
information of the milling environment can be fed back to 
the operating handle, so as to make corresponding 
adjustments according to actual needs. 

Robot behavior planning refers to the rational 
definition of robot action atom set and optimization of the 
atom set to achieve the balance between the completion of 
the work task and the underlying motion control for robot. 

 
Figure 6: Experimental platform for vertebral milling based on force 

feedback control handle 

3.2. Experiment and Analysis of Trajectory Correction of 
Vertebral Milling Robot Motion Description Language 
based on Force Feedback 

Through the above analysis of the functional 
requirements of the milling robot, the motion of the 
milling robot is mainly divided into three categories: 
linear motion, plane motion and spatial arc motion, which 

also conform to the characteristics of the three-
dimensional motion atoms of the milling robot. The 
control method of the milling robot adopts the basic 
behavior set up, down, left and right, and its characteristic 
behavior set is, straight line k1 retreat correction, plane left 
arc k2 correction, plane right arc k3 correction, three-
dimensional space arc k4 forward motion correction and 
three-dimensional space circular arc k5 retreat motion 
correction. Seven action atoms are formed, (u1, k1, δ1), (u2, 
k2, δ2), (u3, k3, δ3), ... , and their movement description 
language atom table is shown in Table 2. 

The meaning of atom (u1, k1, δ1) is shown in section 2.3. 
Among them, v0 is a constant parameter, u and k are 
functions of the direction vector of the milling robot's 
motion trajectory, and δ is the state digital quantity of 
whether the milling robot's motion trajectory exceeds the 
threshold, and it is a function defined in the robot output 
space. The definition and function description of (u2, k2, δ2) 
... (u7, k7, δ7) refer to atom (u1, k1, δ1). According to the 
definition of the above atoms, the movement alphabet of 
the milling robot is obtained, Σ={(u1,k1,δ1), (u2,k2,δ2), 
(u3,k3,δ3), (u4,k4,δ4),( u5,k5, δ5),( u6,k6, δ6),( u7,k7, δ7)}.                                                                       

Through the above behavior planning of the vertebral 
milling robot, it can realize the atom switching and 
trajectory correction when the force feedback is greater 
than the threshold, and realize the protection of the spinal 
canal, soft tissue and nerves. This is the great advantage of 
the motion description language control model.  

 
Figure 7: Milling robot force feedback control function diagram and 

atom relationship diagram 

In the operating environment of the vertebral milling 
robot, the force threshold is set by the value of the force 
feedback. When the contact force is greater than the 
threshold, the motion description language atom is 
triggered to modify the trajectory, and the contact force 
between the end of robot and the tissue drops 
immediately. As shown in Figure 7(below). When the 
robot moves with the U1 atom, it interacts with the 
boundary vertebra. When the interaction force is greater 
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than the force threshold, the robot switches to the Um atom 
for corrective movement. When the Un atom movement 
interacts deeply with the vertebra, continue switch other 
correction atom to form a robot MDL atom correction 
strategy based on the force feedback threshold, as shown 
in Figure 7(above). Therefore, the force-constrained 
switching trajectory correction function is a characteristic 
function of the MDL control method. 

 
Figure 8: Basic element switching trajectory correction function based 

on motion description language (movement after correction) 

The force feedback threshold and the motion 
description language atoms are used for switching 
correction to realize the dynamic trajectory correction of 
the milling robot. The Matlab2016 simulation platform is 
used to simulate the trajectory correction based on MDL. 
Starting from the initial point, the milling robot moves in 
three-dimensional space with a planned path, as shown in 
Figure 8. When the robot moves to the vertebra for milling, 
while the feedback force is greater than the threshold, the 
MDL atom trajectory is corrected immediately, and the 
movement continues after switching to adjust the control 
law to the planned trajectory, as shown in Figure 8. 
Therefore, it can be seen that the motion atom switching 
correction based on MDL can realize the robot trajectory 
correction function based on force feedback in three-
dimensional space and trajectory control based on 
constraints. 

The working environment parameters are described as 
follows, in the milling and processing vertebra 
environment, the space environment of the milling robot 
is restricted to a cylindrical area with a radius of R=3cm. 
The cylindrical area above (-2, -2, 0) is the position of the 
vertebra. When the initial position of the robot end is (-2, 
0, 0) and the posture is toward the Y-axis side, as shown in 
Figure 8, the task of trajectory correction is realized by 
switching the MDL atoms based on force feedback. 

The experiment procession and analysis are as follows, 
the experiment uses seven atoms to describe the behavior 
of the milling robot, and conducts the milling robot control 
experiment. The MDL atom table is shown in Table 2. 
During the control procession, the control angle can be 

adjusted according to the position and posture of the 
milling robot. The three-dimensional motion curve of the 
milling robot is shown in Figure 9 and Figure 10. The 
experiment includes manual control mode and MDL 
correction mode to compare the advantages and 
disadvantages of the two control modes. 

In the manual control mode, the running trajectory of 
the end of the milling robot is shown in Figure 9. It can be 
seen that in the manual control mode controlled by the 
handle controller, the running trajectory has fluctuations 
and discontinuities, and the trajectory is determined by 
operator through visual feedback and force feedback, so 
there are problems such as inaccurate control and hand 
tremble. In addition, the use of visual feedback to control 
the milling robot has the problem of information delay 
from the controller to the robot, which will also cause 
fluctuations and discontinuities in the end trajectory of the 
milling robot. Therefore, the manual control method still 
has obvious shortcomings. 

The trajectory correction method based on the MDL is 
shown in Figure 10. The end of the milling robot moves 
upward to the edge of the vertebra in the forward 
direction of the planned trajectory. After the force 
feedback is greater than the threshold, the k5 correction 
atom is used to perform backward motion. Then move to 
the vertebral processing area in the forward direction of 
the planned trajectory. Finally, the end of robot uses k5 

atom to correct the trajectory, completing the task of using 
force feedback to correct the trajectory. 

 
Figure 9: End motion of milling robot based on manual control 

The motion trajectory of the milling robot based on the 
MDL method is shown in Figure 10. The solid line starts 
from the initial point (-2, 0, 0). For the convenience of 
experimental visual observation, the movement 
procession of the end of the milling robot is mapped to the 
XOY two-dimensional plane in real time, so as to observe 
its real-time position and movement procession.  
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Figure 10: End motion of milling robot based on motion description 

language 

Compare the manual control mode and the MDL 
control mode, and analyze from the two aspects of 
accuracy and time of control. Since the MDL trajectory 
correction belongs to the automatic control of the 
underlying motion, the motion trajectory of the MDL 
correction is continuous and the control accuracy has a 
high level. In the manual control mode, humans make 
judgments through actual vision, and there are 
disadvantages such as trembles at the end of the robot and 
discontinuous motions with time delay. From the aspect 
of the workload of the operator, the manual mode requires 
the operator to control and judge the whole control 
procession, and the operator is easy to operate fatigue. 
While in the MDL method to correct the trajectory, 
automatic trajectory correction can be realized through 
force feedback to ensure the milling operation safety. 
Therefore, the trajectory correction method of the milling 
robot based on MDL has obvious advantages. 

It can be seen from Figure 10 that the trajectory 
correction MDL method of the vertebral milling robot can 
well complete the trajectory correction task under the 
constraint condition. It is verified by experiments that the 
trajectory correction method of the milling robot based on 
MDL is accurate and effective. 

4. Conclusion 

Based on the characteristics of the operation of the 
vertebral plate milling robot, based on the data processing 
of the force feedback, a motion atom planning correction 
model based on the motion description language and force 
feedback is proposed. Atom planning ensures that the 
motion description language can meet the trajectory 
correction requirements of the milling robot. Compared 
with the real-time control of the traditional milling robot, 
it reduces the risk of excessive milling operation, improves 
the safety performance of the milling robot, and provides 
a more effective trajectory correction that conforms to the 
operating characteristics for the use of the milling robot. 
The method improves the safety and reliability of the 
vertebral milling robot. The limitations of the trajectory 

correction method of the laminar bone milling robot 
proposed in this paper are mainly reflected in the high 
accuracy requirements of the force sensor. 

In the actual clinical application, the restriction 
condition of prohibiting switching within 1-2 seconds 
should be added to the switching conditions of the atoms, 
which has prevented the too frequent switching of the 
correction atoms. If the correction atom is frequently 
triggered within 1-2 seconds, the local space micro-
vibration of the milling robot will be formed, and the long-
term micro-vibration is not conducive to the stable control 
of the robot. Therefore, in order to ensure the stability and 
safety of the milling robot system, atom switching 
constraints should be added. 

A milling robot control system was established with a 
milling robot and an experimental platform. Aiming at the 
task of vertebral milling based on force feedback, a 
reasonable behavior model of the milling robot is 
constructed. Through the space motion simulation 
experiment and comparison, the feasibility and 
effectiveness of the trajectory correction method based on 
the motion description language are verified. Future 
research will mainly focus on introducing the force 
feedback and visual feedback functions of the milling 
robot at the same time to assist the operation tasks of the 
milling robot. 
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ABSTRACT: SiC ceramics are excellent materials applied at high temperatures because of their light-
weight, excellent high-temperature strength, and high thermal shock resistance. For better engineering
properties, we made SiC with fractal lattices. Stress-strain behavior and modulus changes from room
temperature to 1,250 oC were analyzed using LAMMPS S/W, a molecular dynamics program. As a
result of this study, it was confirmed that the modulus of elasticity of SiC crystals changed in the range
of about 475 GPa to 425 GPa as it increased from room temperature to 1,250 oC. The stress-displacement
characteristics of SiC crystals, which could not be measured at a high temperature of 1,000 oC or higher,
could be ensured.

KEYWORDS Fractal, SiC, LAMMPS

1. Introduction

A fractal is a geometric shape in which some small pieces
are similar to the whole [1]. This characteristic is called
self-similarity; in other words, a geometric structure with
self-similarity is called a fractal structure. The word was
first coined by Benoit Mandelbrot, and is derived from the
Latin adjective fractus, meaning to be fragmented [2]–[3].

Figure 1: Example structure of fractal.

Fractal structures are found not only in natural objects
but also in mathematical analysis, ecological calculations,
and motion models appearing in topological space and are
fundamental structures of nature [4]–[5]. You can even find
rules that govern seemingly erratic and chaotic phenomena
behind the scenes. The science of complexity is a science
that studies the complexity of irregular nature that science
has not understood so far and finds the hidden order therein.
An order that can be expressed as a fractal appears in the
chaos theory representing the science of complexity [6]–[7].

Fractal geometry is a branch of mathematics that studies
the properties of fractals [8, 9]. This also applies to science,
engineering, and computer art. Fractal structures, such as
clouds, mountains, lightning, turbulence, shorelines and
tree branches, are frequently found in nature. Fractals are of-
ten used for practical purposes and can be used to represent
very irregular objects in the real world. Fractal techniques
are used in many fields of science and technology in image
compression [10]–[11]. Fractals found in nature are easy to
find.

1.1. Fractal Example (Nature)

1.1.1. Lightning

Lightning discharges in the same way as a staircase over
and over again. Since the route is complicated by various
conditions such as humidity, atmospheric pressure, and tem-
perature, it has a meandering shape rather than a straight
line. Although it looks irregular, the overall shape and each
branch form a similar structure. That is, it has a fractal
structure of self-similarity [12, 13].

1.1.2. River Stream

The part and the whole of the river resemble each other. The
appearance of the Nile and the Han River are similar overall,
and the appearance of the river in any region has a similar
shape. The appearance of the tributaries and the river as a
whole is similar. Much rain creates many junctions in the
mountains. Each of these becomes a small river, and the act
of meeting a large stream and extending into a small stream
is repeated [14, 15].
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1.1.3. Tree

When a tree is divided into a large branch, various branches
are formed, and several small branches are also divided
from this small branch. Each tree has its own fractal di-
mension. The fractal shape of these trees serves to evenly
distribute the transport of water and nutrients throughout
the tree [16, 17].

1.1.4. Coral

As colonies grow outward through agglomeration, the ma-
terial is continuously deposited on the outwardly growing
surface. It has a fractal dimension in principle similar to
that of a tree root [18]–[19].

1.1.5. Clouds

A very uniform fractal, about 1.35 dimensions for cumulus
clouds. A cloud created by a random condensation process
takes on the form of a fractal as the generated water droplets
attract the surrounding water droplets [20, 21].

1.1.6. Romanesco Broccoli

When grown, Romanesco broccoli develops a thorn-like
appearance, with one part of the thorn showing the same
self-similarity to the whole [22, 23].

1.1.7. Lizard sole

If you zoom in on the lizard’s sole, the surface of the sole
has a fractal structure, which increases friction [24].

1.1.8. Bismuth

Element number 83 is self-similar in the pattern of atomic
arrangement, and fractal structures can be easily found in
outer space [25, 26].

1.1.9. Lung

The blood vessels in the lungs have a fractal structure and
are said to be the most efficient for oxygen exchange [27, 28].

1.2. Fractal Examples (Structures)

Fractals can be easily found even in the patterns of high-
strength structures.

1.2.1. Carbon nanotube

It is in the form of a tube by repeating the hexagonal shape.
It has very high strength and shows self-similarity.

1.2.2. Honeycomb

The honeycomb repeats the hexagonal shape to show self-
similarity, and due to its fractal structure, it is very effective
in terms of space utilization, strength, and stability.

Figure 2: Illustration image of carbon nanotube.

1.3. Research Motivation

In nature, fractal structures can be easily found in high-
strength structures. The common point of most structures
using fractal structures is efficiency and strength. As in the
previous examples, the fractal structure of a tree branch
is a structure that can produce the optimal effect of trans-
porting nutrients and water, and the fractal structure of
a honeycomb is a structure that can produce the optimal
effect in stability, strength, and space utilization. In other
words, the structure of a fractal is the most effective and has
high strength. Therefore, studying the modulus of elasticity,
strength, and stress-strain characteristics when the fractal
structure is applied to the structure of a new material raises
the question of how effective the fractal structure will be
in the new material structure study. If the strength and
elasticity of the fractal structure are strong and it shows an
excellent effect in stress-strain, etc., the fractal structure can
play a significant role in the structure of new materials.

2. Mathematical modeling

2.1. Triangle

2.1.1. Symmetry

Since the triangle has a perfectly constant self-similarity
and the number of triangles is constantly increasing based
on the second largest triangle in the center, the center of
gravity becomes the center of gravity of triangle ABC, and
the center of gravity of this Sierpinski triangle Equal, that is,
the center of gravity G is ((a+c+e)/3,(b+d+f)/3) when the
corners are defined as A(a,b), B(c,d) and C(e,f), respectively.

2.1.2. Asymmetry

The center of gravity of the following triangle shown in fig.3
is the center of gravity G1 of triangle A1B1C1, the center of
gravity G2 of triangle A2B2C2, the center of gravity G3 of
triangle A3B3C3... The center of gravity of all the centers of
gravity of each triangle up to the center of gravity G∞ of
triangle A∞B∞C∞ will be the center of gravity of the entire
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triangle, and since all these centers of gravity are located in
one straight line, the midpoint of the straight line that is the
center of gravity of the straight line This will be the center
of gravity.

Figure 3: An equilateral fractal triangle with symmetry.

Figure 4: An equilateral fractal triangle without symmetry. In this case,
smaller triangles appear only in the C direction.

Figure 5: Symmetric honeycomb lattice with equilateral hexagon.

2.2. Hexagon

2.2.1. Symmetry

Suppose each hexagon center of gravity (G) is treated as
a point, and the center of gravity of all centers of gravity
is obtained. In the case, the total center of gravity of the
hexagonal model is obtained. That is, the center of gravity
of the hexagonal tongue at the center becomes the center of
gravity of the model.

2.2.2. Asymmetry

The center of gravity of this model can also be obtained
using the same method as above. First, find the centers of
gravity of each hexagon, then find the centers of gravity of
the adjacent hexagons, and repeat this process to find the
center of gravity of each point when it comes out, this is a
model of the center of gravity.

Figure 6: Fractal hexagon with broken symmetry. In this case, there is no
hexagon filled in certain parts.

2.3. Deformation process when force is applied to the research
model

2.3.1. Triangle

Symmetry, force downward: This is the process of change
when the triangle is pressed downward. To find the center
of gravity like the previous front, you just need to set the
coordinates of the vertices of each angle, but the center of
gravity of the triangle before applying the force to the front
is located above the center of gravity after pressing. In other
words, whenever you press the button, the center of gravity
moves downward like each point. Point A will gradually
go downwards, and the two points B and C will spread
apart due to the downward force. Therefore, to find the
center of gravity, first set the midpoint of B C as the origin
of the coordinate plane. Then point A will be on the y-axis
and each B and C will be on the x-axis. If a downward
force is applied, the x-coordinate of point A will be 0, the
y-coordinate will gradually decrease from the starting point,
and the absolute values of the coordinates of points B and
C will increase, respectively. Using the formula to find the
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coordinates of the center of gravity, the x-coordinate is 0
because the sum of the x-coordinates of the point B and
point C is 0, the point A is on the y-axis, so the y-coordinate
is a point because the point B and C are on the x-axis We only
need to care about the y-coordinate of A. The y-coordinate of
point A gets smaller as the force is applied, so in conclusion,
the center of gravity falls according to the amount of force
applied.

Figure 7: Downward forced symmetric fractal triangle.

Symmetry, compression by applying force from both
sides: If the coordinate plane is set up the same way as
before, point A is on the y-axis, and points B and C on the
x-axis. This time, since it was compressed with the same
force from both sides, the x-coordinate of point A remains
0.The y-coordinate increases, and since the points B and C
have been pulled to the origin by the same distance, the y-
coordinate remains 0, and the x-coordinate is their absolute
value. This will decrease If you find the coordinates of the
center of gravity with the formula for calculating the center
of gravity. The x-coordinate increases due to the increase in
the x-coordinate of point A, and the y-coordinate is 0. That
is, the center of gravity moves upwards on the y-axis.

Figure 8: Both sides forced symmetric fractal triangle.

Asymmetric, press with downward force: We will show

the change in the center of gravity by finding the center of
gravity of the asymmetric triangle No. 2. Let g be the center
of gravity before applying the force, and let G be the center
of gravity after applying the force. We will set the coordinate
plane with b2 as the origin this time. When a downward
force is applied and pressed, a1 descends downward along
the y-axis, and each of the remaining b and c coordinates
lengthens sideways. Now, we will explain the change in the
center of gravity by finding the center of gravity. First, if the
center of gravity of triangle A1 B1 C is G1, the coordinates
of G1 will descend as force is applied, and the X coordinate
of C will increase. This way, the center of gravity appears to
be shifted diagonally in the lower right corner.

Asymmetric, press with force from both sides: If the
center of gravity is changed using the method of finding the
center of gravity of the asymmetric triangle No. 2, in this
situation, the y coordinate of point A1 increases because
force is applied and pressed from both sides The absolute
value of each x coordinate of B1 and C is also gradually
increased. Decreases A1 B1 C if the center of gravity of
the triangle is G1, the coordinates of G1 rise upward as the
force is applied, and point C moves to the left toward the
origin. When looking at the movement of the two points,
the center of gravity of the entire model shows a movement
in the upper left direction.

Figure 9: Downward forced symmetric fractal hexagon.

2.3.2. Hexagon

Symmetry, the downward force: Set the center of the two
vertices of the following model as the origin, and set the
coordinate plane so that the center of gravity (red dot) is
on the y-axis. Because the model is pressed down, the
overall height is lowered and spreads to the sides. Since the
center of gravity of the following model coincides with the
center of gravity of the regular hexagon in the center, only
the change process of the center of gravity of the regular
hexagon in the center needs to be examined. The center of
gravity of a regular hexagon is the center of gravity of an
equilateral triangle that connects the three adjacent vertices
of the hexagon by one square. Therefore, to examine the
change in the center of gravity of the angular shape in the
center, only the change in the inner equilateral triangle is
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required. Therefore, it shows the same shape as the change
in the center of gravity of 1-1-1. As the force is applied and
pushed down, the center of gravity goes down on the y-axis.

Symmetry, compression by applying force from both
sides: Set the center of the two vertices of the following
model as the origin and the coordinate plane so that the
center of gravity (red point) is on the y-axis. Because it is
compressed by applying force from both sides, the overall
height increases and the sides are contracted. Since the
center of gravity of the following model coincides with the
center of gravity of the regular hexagon in the center, only
the change process of the center of gravity of the regular
hexagon in the center needs to be examined. The center of
gravity of a regular hexagon is the center of gravity of an
equilateral triangle that connects the three adjacent vertices
of the hexagon by one square. Therefore,to examine the
change in the center of gravity of the angular shape in the
center, only the change in the inner equilateral triangle is
required. This way, it shows the same shape as the 1-1-2
change in the center of gravity. As you apply force and
compress it sideways, the center of gravity continues to rise
upwards on the y-axis.

Figure 10: Side forced symmetric fractal hexagon.

3. Method

The ceramic material is relatively light, hard, and has ex-
cellent strength at a high temperature compared to other
materials such as metal, and has excellent abrasion and
corrosion resistance, so it is widely used as a core material
for parts used at high temperatures, such as cutting tools,
high-temperature parts, and gas turbine engine parts. Rep-
resentative structural ceramic materials include oxide-based
materials such as Al2O3 and ZrO2 and non-oxide-based
materials such as SiC, Si3N4, B4C, AlN, and TiC. A ceramic
component material used at a high temperature requires
mechanical properties such as strength, elastic modulus,
stress-deformation characteristics, etc., in a temperature
environment used together with thermal properties such as
thermal conductivity, specific heat, thermal expansion coef-
ficient, etc. Generally, a method of measuring the modulus
of elasticity of a material includes a direct method such as a

tensile test and a 3-point or 4-point bending test [29, 30].

Figure 11: Strain algorithms within the LAMMPS

Figure 12: Unite cell structure of SiC crystal.

In addition, with the development of high-speed and
large capacity of computers, computer simulation research
has been actively conducted to analyze the microscopic
behavior of atomic levels of materials using molecular dy-
namics and first principles, and research is being conducted
to analyze the properties of materials, such as modulus of
elasticity.Suppose it is possible to predict the mechanical
properties according to the temperature of the ceramic ma-
terial using this. In that case, it will significantly help the
design and the development of the ceramic part material
for high temperatures [31].

Using molecular dynamics, this study analyzed the
stress-displacement behavior and elastic modulus of SIC
fractal crystals, which are high-temperature structural ma-
terials at various temperatures.To this end, SiC crystals are
modeled using Tersoff potential, and 1,2504oC from room

www.jenrs.com Journal of Engineering Research and Sciences, 1(10): 36-44, 2022 40

http://www.jenrs.com


S. Choi et al., Fractal Research to the Production

temperature using LAMMPS S/W, a high molecular dy-
namics program [32]. We tried to analyze the change in
elastic modulus according to temperature by analyzing the
stress-displacement characteristics up to this point

3.1. Interatomic bonding potential of SiC crystals

The unit cell structure of the SiC crystal is shown in Figure
1. Here, the Si atom is located at each corner and face center
in the lattice, and the C atom is located at the center of the
tetrahedron based on the Si atom. In addition, atoms inside
the SiC crystal may be arranged in the form of CC-C, C-C-Si,
C-Si-Si, Si-Si-Si, C-Si-C, Si-C-Si, etc., and potential energy
acting between adjacent atomic arrays is required.

Tersoff developed potential energy that simulates the
interatomic bonds of SiC crystals using classical interatomic
potential. The Tersoff potential has been successfully used
in the study of various related materials as a proposed po-
tential to simulate bonds between elements with tetravalent
covalent bonds of carbon, silicon, and germanium. Tersoff
described the interaction of atoms as a potential energy
function using the empirical bond-order concept. The ag-
glomeration energy (E) of the object is described as follows
in Equation (1) [33, 34].

E ΣiEi
1
2
Σi, jVi j (1)

Figure 13: The MD simulation procedure for the elastic constant of the SiC
crystal.

4. Results and discussions

Before looking at the results and the contents of the dis-
cussion, I will briefly predict the results by looking at the
experimental images from Figures 4 to 8. The difference
between the strength of symmetry and the strength of asym-
metry resulted in the symmetric model being more powerful
than the asymmetric model. Figures 4 to 8 show the defor-
mation process of a symmetrical triangle and a symmetrical
hexagonal shape among the models that modeled the SiC
crystal with a fractal model. First, Figure 4 shows the de-
formation process at the beginning of applying force to a
symmetrical triangle. When you look at the picture, you can

find that the shape of the model breaking into a diagonal
shape is relatively stable and regular. However, looking
at the experimental image of the LAMMPS program in
Figure 5, the changes to (a) (b) (c) are quite regular and
stable, but since (c) most decisions have been broken in an
instant, unlike the way they have been broken. On the other
hand, looking at the experimental images of the symmetrical
hexagonal LAMMPS program, all (a) to (h) show relatively
regular changes that are destroyed after converging to stable
constant values. Therefore, it showed a regular appearance
to the end rather than a triangular model. This can be
predicted as the first evidence that a symmetrical hexagon is
more powerful in terms of stress/change and strength than
a symmetrical triangle. When looking at the graph model
in Figure 7, the same results as before are derived. However,
the stress change graph of Young’s Modulus in Figure 8
yields slightly different results in the front tube.In(a) , the
symmetrical triangle is examined in (b) for the changes in
the symmetrical hexagon. However, when the temperature
was raised to 900K in part (a), it could be seen that it was
broken after holding it a little, but in part (b), it was bro-
ken relatively faster than in (a) when it was raised to 900K.
In addition, overall (a) showed superiority over (b) in all
aspects.

Figure 14: Deformed shapes of the SiC crystal simulated with MD at
1000oC: before and after applied 0.15 strain.

Figure 15: The process of changing a symmetrical triangle when a down-
ward force is applied with LAMMPS.

Stress-strain properties and modulus of elasticity were
analyzed while changing the temperature of SiC crystals
from room temperature to 1,500oC, and the results are shown
in Figure. It is shown from 4 to Fig. 8. First, when the SiC
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crystal has triangular symmetry, the shape is deformed by
the application of the compression displacement at 1,000oC.

Figure 16: The process of changing a symmetrical hexagon when a down-
ward force is applied with LAMMPS.

Figure 17: The process of changing a symmetrical hexagon when a shear
strain force is applied with the LAMMPS.

Fig. 4(a) shows the SiC crystal thermally stabilized at

1,000oC. Fig. 4(b) shows the deformed shape by applying
the compression displacement of 0.15. In particular, when
high compressive stress was applied at a temperature of
1,100oC or higher, it was confirmed that some outermost
specific atoms of the SiC crystal significantly deviated from
the unit lattice position. This is the thermal vibration of
the active atoms at high temperatures. It is believed that
some outermost atoms have deviated from the unit lattice
position due to the combined high displacement energy
applied. Therefore, the stress-displacement characteristics
of SiC crystals are calculated by calculating the average
stress of the internal unit lattice with only the members,
except for atoms that deviate from the unit lattice position
to improve the accuracy of the analysis. The modulus of
elasticity was analyzed [35, 36].

Figure 18: Lattice cracks. The black square of fig(a) shows hexagonal
lattice, while black square of fig(b) represents triangle lattice. In last, fig(c)
shows the liquid flow regime.

The figure uses molecular dynamics to analyze the stress-
displacement characteristics of SiC crystals with triangular
symmetry at 1,000oC temperature. It is shown in 5. In
this case of SiC crystals, the stress increases linearly as the
total energy increases as the gap between atoms approaches
due to the compression displacement. Furthermore, when
a compression displacement of 0.2 or more was applied,
the entire stress was destroyed after converging to a cer-
tain value. In addition, even if the crystal temperature
increases to 500oC, SiC crystals exhibit stress-displacement
characteristics similar to room temperature. However, if the
temperature of the crystal increases by more than 1,000 oC,
the SiC crystal will exhibit an inflection point similar to the
elastic-plastic limit of yielding stress at a displacement of
about 0.1. This result is entirely different from the result
that ceramics such as SiC, which are known so far, are de-
stroyed after elastic deformation. However, it is judged that
additional analysis is needed to suggest that SiC crystals
may also undergo plastic deformation at high temperatures.
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Changes in the modulus of elasticity of crystals with
broken symmetry were also investigated using molecular
dynamics from the stress-displacement characteristics of
SiC with triangular symmetry. The modulus of elasticity
of SiC crystals with broken symmetry is shown. It was
found that it was about 475 GPa at room temperature and
decreased to about 425 GPa as the temperature increased to
1,250oC.

Figure 19: Deformation curve of C face of 6H-Sic and Si face of 6H-SiC.

Figure 20: Young’s modulus elasticity Graph for each strain.

5. Conclusion

SiC ceramics are excellent materials applied at high tem-
peratures because of their light- weight, excellent high-
temperature strength, and high thermal shock resistance.
Data on stress-strain characteristics and modulus of elasticity
depending on temperature are required to design a ceramic
for a high temperature structure, but it is challenging to
measure them. This study analyzed the elastic modulus
characteristics of SiC crystals at various temperatures using
molecular dynamics. To this end, SiC crystals were mod-
eled to apply Tersoff potential between constituent atoms,
and stress-strain behavior and modulus changes from room
temperature to 1,250oC were analyzed using LAMMPS S/W,
a molecular dynamics program. As a result of this study, it
was confirmed that the modulus of elasticity of SiC crystals
changed in the range of about 475 GPa to 425 GPa as it
increased from room temperature to 1,250 oC. The stress-
displacement characteristics of SiC crystals, which could

not be measured at a high temperature of 1,000 oC or higher,
could be ensured.
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ABSTRACT: During recent years, the increase in the ageing population, the ubiquity of chronic 
diseases in the world, and the development in technologies have resulted in high demand for efficient 
healthcare systems. Physical anomalies mostly caused by injury, disease, and ageing lead to limit the 
regular ability of people to move and function. Primary health care providers often refer patients to 
conservative regular exercises as the first stage of the remedial process. The exercises operated under 
trained supervision are effective, but it is not feasible to supervise each patient under the growing 
number of such cases. Smart Physiotherapy exercise is one of the most beneficial and need of the time. 
The proper and systematic execution of recommended exercises is required for effective home-based 
physiotherapy. This study aims at exploring recent investigations performed by researchers in this 
discipline and subsequently, provide a ground for new researchers to improve or bring innovation in 
the approach. Electronic databases were searched between 2015 and 2020 in addition the reference lists 
of the articles that meet the criteria were also searched. The outcome of this study indicates that there 
is no prolific application that automatically monitors and guides the patients in performing the right 
and systematic exercises advised by the physiotherapist. 

KEYWORDS: IoT, Machine Learning, Smart Physiotherapy, Sensors, Remote Health Monitoring 

1. Introduction   

The effectuation of an Internet of things (IoT) 
healthcare system is a potential challenge for acquiring 
coverage for a more significant proportion of people in 
various locations at reduced prices [1]. In recent years 
there has been an increased ageing population, and the 
pervasiveness of chronic diseases in the world has 
resulted in high demand for efficient healthcare systems 
[2]. IoT is a smart approach to make systems sensible, 
remotely manageable, and reliable in many ways. IoT is 
comprehended by many organizations and is one of the 
most significant areas of future innovation. IoT is a 
system of physical objects, gadgets, cars, infrastructures, 
and other things integrated into a network of hardware, 
software, and sensors that can gather and 
interchange data [3]. 

With the increased development in communication 
technology, electronics miniaturization with low cost and 
high processing power made the IoT possible to bring the 
science fiction world into reality. IoT will arrive at 50 
billion units by 2020 [4]. IoT is gaining wide acceptance 

and rapid penetration in various domains of work [5]. 
This ranges from agriculture to smart grid, smart homes 
to smart parking. The health sector is a catching domain 
of IoT, proving remote health monitoring [3]. One of the 
key roles of IoT in the health sector is to develop 
applications for remote monitoring [1]. Remotely health 
monitoring, a key integral feature of IoT in the health 
sector, could be efficiently used in assisting 
physiotherapy-related activities to be performed 
precisely and effectively [1]. 

 Researchers have investigated and envisaged IoT as 
a virtual physiotherapist that has the potential for the 
systematic execution of prescribed exercises that 
eventually leads to a speedy recovery and prevents from 
permanent joints disorders [1], [6], [7].  

Physical exercise is the only way to enjoy a healthy 
and physically active life. Many of the physical and 
subsequent issues that individuals encounter may be 
solved without the need for drugs with the help of 
physiotherapy. Physiotherapy can help patients regain 
and maintain mobility and functioning. It does that with 
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several approaches such as massage, exercise, counseling, 
and the provision of mobility and functioning aids. 

Healthcare professionals frequently recommend regular 
exercise to patients suffering from fatigue caused by 
accident, sickness, or ageing that restricts their normal 
ability to walk and perform regular tasks, these orthodox 
doctrines to addressing physical problems of patients are 
deemed not fully efficacious. 

The proper and systematic execution of 
recommended exercise is required for effective home-
based physiotherapy [2]. Physiotherapy is often not only 
used to repair functionality, but also to avoid 
motor problems [2]. To recuperate the specified treatment 
plan, the exercise must be performed regularly and 
correctly [2]. 

 
Figure 1: Study Flow Diagram 

This study is aimed at analyzing different research 
about physiotherapy assistant smartphone applications 
that help out patients during the execution of prescribed 
exercises and explore which research/methodology is 
more useful for patients and capable to assist in the 
execution of correct physiotherapy activities as well as 
psychological support to the patient remotely.. Different 
electronic databases were used to search different IoT-
based physiotherapy assistant articles. IoT-based 
physiotherapy system coupled with machine learning”, 
“Smart IoT-based physiotherapy assistant” and “Remote 
IoT-based physiotherapy system with machine learning” 
were the terms used to search related articles. There were 
numerous physiotherapy assistant systems, but in our 
case, only solutions based on IoT and IoT coupled with 
machine learning were considered. The rest document is 
structured as A literature review on the work of 
investigators is described in section 2. Section 3 and 
section 4 comprise of Discussion Analysis and conclusion 
respectively. Flow diagram of the study is presented in 
Figure 1. 

2. Literature Review 

In a conventional physiotherapy approach, there is 
no proper system to monitor and assist the physical 
exercise of the patient outside the clinic. The evaluation of 
the physical exercise of the patient is done at the clinic [7]. 
Thus, it entirely relies on the availability of 
physiotherapists. The evaluation of prescribed exercise 
requires more effort, more care, more expenses, and more 
time from the physiotherapist [8]. This approach leads to 
a waste of resources, money, and time which creates a 
lack of interest in patients about the execution of the 
exercise. Furthermore, the physiotherapist is bound to 
monitor patient exercise on site. The traditional system 
also suffers from a lack of communication that sometimes 
leads to the absence of response or feedback to the patient 
regarding their exercise. Several variations from the ideal 
movement may arise in these cases: unconscious 
introduction of offset motions or postures, inadequate 
movement range, incorrect muscle activation time, or 
even biomechanical imbalance.  

Home-based physiotherapy exercise helps patients 
to stimulate muscle activity by allowing them to perform 
the recommended workout at home [2]. The patient has 
to train and impart proper education for the benefit of 
physiotherapy and allow him/her continuous faithfulness 
to the program [9]. Exercise should be performed 
correctly and effectively, but patients are often unsure 
about the right approach without recalling the whole 
program as advised by the clinic [10]. Such challenges can 
be overcome by a smart physiotherapy system that has 
remained a target research area for researchers. Several 
researchers have proposed smart physiotherapy systems 
using IoT. 

The accuracy of the Microsoft Kinect skeleton joint 
tracking system is evaluated by using the Vicon Bonita 
system is presented in [6]. The Microsoft Kinect system 
uses the camera and two IDS at a specific distance to 
check the angle of movement of specific joints and three-
dimensional coordinates of different body parts. The 
Vicon Bonita system is an array of eight infrared cameras 
positioned around the test subject. Infrared light is 
emitted by 68 LEDs positioned around the lens, that 
emitted light is reflected by markers affixed to the body 
of the subject. Vicon Nexus software was used to collect 
data from cameras and calculate marker placements. The 
IR light reflection from tags placed on selected body parts 
was recorded to form a spatial triangular shape that helps 
to build 3D shape. Vicon Bonita system was used for data 
collection and analysis. An angle comparison computed 
with both Vicon and Kinect system is performed and 
found that the minimum deviation is 2.7° and the 
maximum deviation is 14.2° at the hip with an angle of 
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135°. The evaluation shows that the Microsoft Kinect 
system provides accurate joint position during exercise. 

In [11], the author provide the Kinect-based 
physiotherapy system to execute the prescribed exercises 
at home. It uses two Infrared Depth Sensors (IDS), one 
RGB camera, Microsoft Kinect System, and a tablet. To 
cover all joints, two IDS are used. It uses the Microsoft 
Kinect skeleton joints tracking system to check the 
accuracy of exercise, patient’s movements were tracked 
by an infrared camera, to reflect pictorial form on the 
tablet screen RGB camera was used and an acceleration 
sensor was to check the body motion. Microsoft Kinect 
library is used to collect data from all the sensors, camera, 
and stored into the database for future analysis by the 
physiotherapist. The Kinect software provides 
information to the user about the exercise to be executed 
and keeps track of the exercise execution frequency or 
number of steps patient performed. 

In [12], a system based on smart connected devices, 
such as a smart walker, and a force platform that employs 
a variety of sensing technologies, including piezoresistive 
force sensors and microwave radars was presented.  In 
smart walkers, the Fexiforce sensor and the FMCW 
24GHz microwave radar are employed. The Fexiforce 
sensor monitors pressure and user balance when using 
the walker. Gait was measured using an FMCW 24GHz 
microwave radar array. The gathered data is transmitted 
through Bluetooth. To produce a force platform, load cells 
are put beneath an acrylic plate. During a complex game, 
the system evaluates the ground response force caused by 
a subject's applied force. The data from both devices is 
kept on a shared client-server architecture. Two people 
were chosen for the experiments, and two mint walks for 
gait training over a distance of 20m were done. The 
development of the obtained signals associated with 
lower limb mobility was supplied by microwave radar. 
Subjects used Therasoup to capture things on the force 
platform. Participants utilized both their left and right 
hands. The force values from the platform can be utilized 
to track the evolution of patient stability over the course 
of several training sessions. 

The proposed method by [13] enables paralyzed 
persons to move freely and safely while lowering the cost 
of therapist services. To control the wheelchair's 
movement, a voice recognition system was combined 
with an Arduino interfaced joystick to create a smart 
wheelchair. Furthermore, the device may detect 
impediments automatically by employing an ultrasonic 
sensor. Power wheelchairs include both control systems 
and therapy alternatives for disabled people that have 
only lower limb, upper limb, or mixed lower limb and 
upper limb impairments. A mobile application to control 
the movement of a wheelchair, with speech recognition 

was developed to take commands from a microphone and 
match them with predefined voices. An ultrasonic sensor 
is used to identify obstructions. For therapy, an auto 
pulley system and vibration pads are used. The proposed 
device lacks the power to carry more than 93kg of weight, 
has only rudimentary therapies for the upper limb, only 
an auto pulley that can't handle more than 10kg of weight, 
and only a vibration pad for the lower limb. 

In [14], m-Therapy, a multimodal therapeutic 
framework that collects data using various environmental 
and gesture-tracking sensors was proposed. The gathered 
data is compressed and sent to a server using the m-
Therapy framework. The framework employs a 
therapeutic paradigm to help a patient complete therapy 
activities at home. The proposed system can identify 
rotational and angular motions of thirty-five joints. The 
system can identify whether any of the preset high-level 
gestures are performed. Data from therapy sessions 
include text, video, gesture, motion, and audio data. After 
the completion of the therapy session, data is uploaded to 
the server. The server is responsible to utilize a big data 
analytics engine to drive structural data gathered from 
therapy session data using various gesture recognition 
techniques. This system was evaluated using usability 
testing and system testing, and the findings were good. 

The work investigated by [15] proposed a system to 
monitor, guide, and remote treatment of the patient. The 
system comprises of the medical dynamometer, range of 
motion encoder, force sensor, torque sensor, encoder 
input board, SQL database, main Controller (Computer 
system), internet, DiagnoConn a doctor and patient 
Module, professional interface, and user interface. Four 
distinct exercises, including isometric, isotonic, passive, 
and resistive, were performed using a robot. The robot 
can flex, ulnar, radial, extend, and deviate for the wrist, 
supination, and pronation for the forearm. The robotic 
manipulators exercise according to the medical criteria. 
Three patient categories were treated in the DiagnoConn 
application: new patients, continuous therapy patients, 
and patients whose therapeutics have been completed, 
and all of the information are stored in an SQL database. 
The doctors are logged in to system with their username 
and password. Firstly, they assess a patient's physical 
characteristics and then the doctor evaluates these data 
and allocates date/time, kind of workout, level of 
difficulty, motion range, and strength of the workout and 
stored it in an SQL table. The patient executes the exercise 
at the specified place and parameters for the next session 
were determined by a specialist based on the result of the 
previous session. A survey comprised of seven questions 
was conducted from 26 people. According to the survey 
results, the highest satisfaction rates for speed and 
availability at all times were 92% and 93%. The reliability 
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criterion had the lowest satisfaction percentage, at 75%. 
The total satisfaction percentage for performance is 88 
percent, which is sufficient for user satisfaction. 

The physical telerehabilitation system (PTS) is 
proposed by [16] to support patients and physiotherapists 
over the internet. It uses camera, microphone, and motion 
sensors to collect data produced during exercise. Twenty-
five therapists and twelve physiotherapists responsible 
for the rehabilitation of ninety elder patients collaborated 
to design PTS. This system provides the facility of audio, 
video, drawing, and messaging communication channels 
to the users. The evaluation of this system is performed 
by the interview of 15 elderly people more than 65 years 
old and 10 other stakeholders. The outcome of the 
interviews highlighted issues related to the need for 
reliable services, sucre access to the system, and data 
protection. Aside from that, all stakeholders recognize the 
tool's tremendous potential. 

In [17], the system which is used to evaluate the 
swimming method of different swimmers at the same 
position is proposed. This system integrates a single, 
wearable sensor device in a pair of identical, redundant 
IMU six-DoF sensors, and a 3-D accelerometer and 
gyroscope. The initial experiments employ two 
redundant 6-DoF IMU sensors due to the measurement 
reliability of the waterproof sensor device prototype. The 
motion signals from both sensors were of the same 
quality. A virtual link is established between the patient 
and the physiotherapist in order to give feedback about 
swimming to the concerned. 

In [18], an IoT based Smart walker system is 
presented which is composed of IMU, Load cells, a Force 
Sensor, a Doppler Sensor, an RFID Reader, a Cloud 
System, an Atmega2560 microcontroller, a computer 
system, wireless, Bluetooth 4.0, an internet, software 
module and augmented with two interfaces Professional 
interface for physiotherapist and user Interface for 
patients. The RFID Reader recognizes the patient's ID and 
initiates a physiotherapy smart walker session. The 
sensors sense data about elevation, weight, and 
movement and send it to the gateway (laptop) via 
Bluetooth. Subsequently, the data is sent to the cloud and 
made visible to the physiotherapist remotely. During a 
physiotherapy session, two ultrasonic sensors are utilized 
to extract the patient's walker's elevation on each side. 
This measurement is taken so that the physiotherapist 
may see if the patient is lifting the walker more on one 
side than the other, which indicates that one arm is 
weaker than the other. Data is transferred to the cloud 
using Wi-Fi. At the user end, a mobile app is used for two 
purposes. The first one is to provide an alternative path to 
get data from the sensor via Bluetooth and send it to the 
cloud when the internet is accessible. The second purpose 

is to access historical data and feedback from 
physiotherapists. At the physiotherapist's end, a website, 
as well as the mobile app, is developed to access cloud 
data to monitor or get updates. A group of five healthy 
males of age group ranging from 24 to 30 years with an 
average weight between 65-80Kg participated in the 
experiment. The test was evaluated by dictating a 
participant to simulate as an abnormal right-side tilt 
walking and the other is asked to walk the natural way 
and normal way. The analysis of data showed a clear 
difference between them. 

In [19], the author offers a home monitoring system 
to assist older people with self-rehabilitation. This system 
employs an ambient sensor, a Bio Signal Sensor, and three 
wearable IMUs on dominating ankle, on his/her chest, 
and dominating wrist, with the sensors' y-axis. Through 
the Data Fusion layer, the data received from the sensors 
is converted into a single model. Each wearable sensor 
captures data in three dimensions, velocity, and 
acceleration, namely direction, at a sampling rate of 10 
Hz. Through the system's recording, specialists may also 
assess the patient's development and leave opinions. The 
five specially developed rehabilitative exercises are as 
follows: 

Knee’s flexion extension while sitting. 
Lifting and lowering one's arm. 
Rotation of the trunk while seated. 
Standard backward leg extension. 
A light "squat" 
Each patient's personal "golden standard" that is 

validated by a medical expert is stored at the first-time 
workout is done in the clinic under the guidance of a 
competent trainer. Previously stored benchmarked 
patterns were used to aid patient performance and 
measure effectiveness of self-managed rehabilitation 
process.  

A set of smart gloves for upper-limb rehabilitation 
that can be used to naturally interact with therapeutic 
serious games is presented by [20]. Patients with motor 
disabilities can utilize these games to do highly engaging 
workouts based on diverse VR settings. The system is 
comprised of a series of software tools that assist in data 
collecting and processing, as well as a set of highly 
interactive therapeutic games to be used in hand and 
finger rehabilitation session exercises. Throughout a 
rehabilitation session, the physiotherapist can use the 
information acquired to evaluate the patient's 
performance during various physical tasks. 

In [21], Smart Pants, a home rehabilitation method 
after the stroke that uses IMU, Pressure Sensor, Force 
Sensor, and wireless communication to send data to the 
mobile devices was presented. It uses IMU along with an 
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accelerometer, magnetometer, and gyroscope. Pressure 
sensors are resistors that alter resistance according to the 
scale they are pushed. It comprises 4 IMU nodes, two of 
which are located on the thighs and shins each. 
Furthermore, the nodes attached to the shins are coupled 
to the two pressure sensors implanted within a footwear 
insole. Finally, the data from all the sensors were collected 
by mobile device that collected data is used to provide 
real-time audio or video feedback to the subject about the 
performance of the workout. Performance of the 
proposed system is assessed by five exercises (lower 
limbs Abduction, Extension, Sit-to-Stand, Gait and 
Bipedal Bridge). Several ML models were evaluated, that 
includes C4.5 Random Tree (RT) and J48, Random Forest 
(RF), LibSVM, Naive Bayes (NB) Sequential Minimal 
Optimization (SMO), Logistic Regression (LR) and 
Multilayer Perceptron. K-fold cross-validation with 10 
folds is performed to validate the system. Results 
obtained from the dataset with less features were the 
same as the results obtained from complete dataset. A 
dataset with small data set was preferred due to faster 
calculation and immediate feedback. The experiment 
showed that the Random Forest outperformed and 
showed more Precision, Recall, and F-Measure results 
(99.3%) compared to the Multilayer Perceptron (97.9%) 
result. 

In [2], a system that consists of an Electromyography 
sensor and inertial sensor unit (Accelerometer, 
Gyroscope, and Magnetometer Sensor) to monitor the 
human body motion and muscular activation was 
proposed. Two body area networks were deployed with 
an electromyography sensor and two inertial units on the 
subject’s body for maximum retrieval of the relevant 
information. Three women and four males aged about 27 
years old took part in the study and completed three 
activities labeled with three classes: correctly, deviation 1, 
and deviation 2. Two sets of features were considered 
which were extracted by Body Area Network (BAN) and 
BAN + inertial unit. Four machine learning (ML) models 
that include K-Nearest-Neighbors (KNN), Random 
Forest (RF), Decision Tree (DT), and Support Vector 
Machine (SVM) were used for classification. DT and KNN 
outperformed other ML models with an accuracy 
between 95% to 100% on all three exercises.  

ePhysio, a platform for physiotherapy with sensors 
and remote monitoring of a rehabilitation system for 
musculoskeletal exhaustion is proposed in [7]. The 
proposed system comprises of Inertial Measurement Unit 
(IMU), textile Sensor, accelerometer, gyroscope, 
magnetometer, cloud system, rehabilitation hub, 
computer system, Wireless communication technology 
(Bluetooth 4.0), and ePhysio module. Inertial sensors can 
be attached to the forearm, the sternum, and the scapula. 

The ePhysio stimulates and encourages patient activity. 
This system creates a virtual link between the therapist 
and the patient. The physiotherapeutic specialist may 
provide the patient with information on training protocol 
quality, therefore offering users an actual comment on the 
effectiveness of the workout. The sensors send data to the 
rehabilitation hub using wireless Bluetooth and store 
enriched data (sensor data with Metadata) at the cloud 
system by using the wired connection. The metadata 
contains information such as the patient's identity, 
workout type, execution time, and so on. From the cloud, 
the physiotherapist can visualize patient data and adds 
comments about the patient exercise. The enriched data 
stored at cloud system can be then used for future 
analysis and to train machine learning models for 
continuous prediction and evaluation. Accelerometer, 
gyroscope, and magnetometer were utilized to integrate 
arm abduction and horizontal flexion angles with 
scapular movement to extract the hand position during 
traditional shoulder rehabilitation activities and assess 
the difference in arm trajectory between the real and 
expected arm. The patient's context information can 
eventually be displayed, for example, as a report to 
specialists on a patient's performance over time. 

In [22], a series of games for physiotherapy using a 
Kinect natural user interface and a set of Unity3D VR 
games was presented. A smartphone application was 
developed to allow physiotherapists that connect to 
physical therapy serious games via a remote server to 
access patient electronic health records, game remote 
configuration, and data presentation. Using a Kinect 
sensor, the device records the patient's motions. Thirty-
three people were chosen to take part in virtual reality 
games. The Kinect sensor is utilized to calculate the 
hand's ability to perform arm movements as well as the 
elbow and wrist angles. Some workout game sessions and 
angle values were kept in the database. The right hand 
outperforms the left hand in terms of amplitudes of 
reached angles throughout the intensive gaming session, 
according to the findings. There were no significant 
differences between male and female gaming sessions 
when the data for game sessions were compared. Using a 
smartphone app, therapists can visualize data and 
provide training plans. 

Remote Monitoring of Stroke Patients Physical 
Rehabilitation Using IoT and Virtual Reality is presented 
by [23]. The goal is to create smart gloves and a headband 
for physical rehabilitation monitoring. Merging Virtual 
Reality (VR) serious games with a Wearable Sensor 
Network to boost patient involvement during physical 
therapy and analyze their progress. Gloves and headgear 
with flexion sensors to record angular flexion, Force 
Sensors (FlexiForce A201) to record the force of each 
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finger, gyroscope for angular motion, accelerometer, and 
magnetometer for movements. For exercise, virtual 
reality-based 3D games are utilized. The Arduino nano 
communicates with the sensors and the mobile app 
through Bluetooth. In addition, data is transferred to a 
web server for remote access. Five sessions are performed 
by two participants in which they grab the virtual objects. 
Volunteers that grabbed a substantial number of objects 
has stronger muscles. The results reveal that men 
volunteers have stronger macular abilities than female 
volunteers since they grabbed a greater number of objects 
and have more scores. 

In [24] a low-cost elbow exoskeleton linked to a 
Context-Aware architecture that enables the patient to 
practice rehabilitative tasks interactively through a 
virtual reality system was presented. The data from the 
exoskeleton sensor is transferred to the local context 
monitoring system, which is focused on patient 
monitoring and follow-up. The data is then sent to the 
cloud, where it may be accessed by medical remote 
monitoring, exercise monitoring, and e-health care 
services, as well as saved in historical data where an 
exercise and medical log is kept. The results of sensors can 
be used by physical therapists to modify the exercise. 
During the experiment, the number of average collisions 
identified is larger in the initial sessions than in the last. 
The results of the reference patient demonstrate that, 
although not have an elbow injury, the difficulty of the 
exercise causes him to make some errors while 
performing the exercises with both actual and simulated 
weight. 

Virtual Reality-based homecare VirtualPT on a 
personal computer for the physiotherapist to assist elders 
in regaining full physical function is proposed by [25]. 
Important health metrics are continually monitored and 
tracked while performing home-based suggested 
physiotherapy activities by integrating immersive Virtual 
Reality with the wearable VirtualPT Sensor kit. The 
MAX30100 Pulse Oximeter sensor and temperature 
sensor are used to measure pulses and body temperature, 
respectively. Body deviations are computed using the k-
nearest neighbor and decision tree techniques. A 
regression algorithm forecasts the patient's future 
situation. The system determines whether or not the 
patient is physically fit to continue exercising. The 
Brainwave Starter Kit was used to examine the patient's 
mental condition, and based on the results, exercises were 
prescribed. The Microsoft Kinect sensor is used to 
evaluate a patient's skeletal movements in conjunction 
with the movement of the VR assistance, which involves 
calculating angle deviations of active joints. The Microsoft 
Kinect sensor is used to analyze the acceleration and 
rotation of bodily components. Using MPU9250 IMU 

sensors and the Dynamic Time Warping algorithm, 
determine the rate of the exercise. For each exercise, the 
CNN model is trained. The technology compares the 
patient's workout acceleration data with the trained 
model to detect the movement. If the user's medical 
condition changes, the system tells the user and makes the 
necessary adjustments, such as reducing the exercise 
count or speed. The system reschedules the exercise based 
on previous progress saved in the system. The data is 
displayed to the user via a virtual reality dashboard. The 
supervised assessment in the clinical setting, according to 
the physiotherapists and based on the responses, made 
participants feel safe in their surroundings. 90% of those 
who utilized VirtualPT at home were dependable. 

3. Discussion and Analysis 

The IoT based smart physiotherapy system 
presented in [2] doesn’t provide real time monitoring to 
be supervised by physiotherapist remotely and thus it 
lacks a real time communication/feedback between 
patient and physiotherapist. The subjects participated 
were also not covering a wide age group. Furthermore, 
the participant numbers were too low to deduce 
performance on the base of generalization i.e., 4 men and 
3 women of the selected age group (27-28 years old) were 
used. It covers four exercises, Isometric scapular 
retraction, Strengthening, Prone scapular retraction, and 
Forward lunge. Deploying four ML models (DT, SVM, 
KNN, and RF) makes it inappropriate for real-time 
applications.  

The [6] provides the system which evaluates the 
accuracy of Microsoft Kinect System. The tag placement 
on different body part doesn’t help to exercise in a natural 
way. The scope of the investigation is confined to the 
comparison of Microsoft Kinect to how precisely it can 
track joint movements. The system neither provides to 
classify the types of exercise nor real-time monitoring 
involved in it. It also does not provide any virtual 
communication link between the user and 
physiotherapist to communicate.  

The IoT-based smart physiotherapy system 
investigated in [7] provides real-time monitoring, where 
physiotherapists send his/her feedback. No, automatic 
exercise evaluation capability exists and thus 
physiotherapist presence is necessary to assist and 
evaluate the exercise in real-time. Furthermore, this data 
may be examined and processed to discover statistical 
features such as abnormalities, recurring errors, and so 
on. The [11] provides the Kinect-based physiotherapy 
system to execute the prescribed exercise at home. It does 
not provide any real-time feedback from the system about 
prescribed exercise. It does not use any machine learning 
tool to automate the system and hence evaluation of 
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patient exercise is not performed in an automatic manner 
and hence requires physiotherapist presence for assisting 
and evaluation. The patient feels uncertainty due to 
sensors attached to patient body using tags. 

 The IoT-based Smart Walker Physical Rehabilitation 
System provided by [18] monitors the patient's movement 
during rehabilitation sessions and the physiotherapist 
sends his/her feedback. No automatics exercise 
evaluation capability exists and thus the physiotherapist's 
presence is necessary to assist and evaluate the exercise in 
real-time. Every patient cannot purchase a smart walker 
and cannot afford expenses of regular physiotherapist 
services. The specifically designed walker serves as an 
obstacle in natural movements and makes the patient 
uncomfortable. Furthermore, this data may be examined 
and processed to discover statistical features such as 
abnormalities, recurring errors, and so on.  

DiagnoConn (the Mobile Application for Robotic 
Rehabilitation) presented by [15] does not provide real 
time monitoring to be supervised by physiotherapists 
remotely and subsequently a lack of real time 
communication/feedback between patient and 
physiotherapist. The subject’ participants move his/her 
body parts according to the movement of robotics if any 
issue creates in system, then it can create more problems 
for the patients. It includes four types of exercises: 
passive, isometric, isotonic, and resistive. It does not use 
any machine learning tool to automate the system and 
hence no automatic evaluation of patient exercise is 
performed. Further, the system is costly and probably not 
beneficial to all patients. 

Like [18], The system designed by [21] does not 
provide smart monitoring and there is no real time 
communication/feedback between patient and 
physiotherapist.  

The system presented in [19] requires presence of the 
physiotherapist to assist and evaluate the exercise in real 
time. This system also does not provide two-way 
communication between the physiotherapist and the 
patient; only physiotherapist can monitor the patient and 
comments on exercises. Sensors attached to the body also 
make the patient uncomfortable and serve as an obstacle 
in natural movements. It monitors only 5 exercises and 
experiments done on 2 persons. The patient exercise is 
compared with golden standards which show from 10 
repetitions’ count and 9 are correctly predicted. Also, a 
machine learning algorithm can be introduced to evaluate 
the exercise types and assists the patients to a possible 
extent. This leads to lessening the physiotherapist 
intervention for minor assistance and subsequently the 
physiotherapist will be available to more serious patients.  

The Patient Telerehabilitation system (PTS) 
presented in [16] does not provide real time monitoring 
to be supervised by physiotherapists remotely and 
subsequently. Only physiotherapist can monitor the 
patient data from cloud and audio video connection is 
also established. Real time monitoring is not done and not 
uses any Machine learning tool to automate the system. 
Because machine learning algorithm are not used there is 
not any prediction of system and no evaluation of patient 
exercise performed automatically. Patient feels 
uncertainty due to sensors attached to patient body using 
tags. It provides costly setup which all patients cannot 
bear. In this research proposed system cannot 
automatically work. 

m-Therapy, a multisensory framework that is 
presented by [14] does not provide real time monitoring 
to be supervised by physiotherapist remotely and 
subsequently. Internet connectivity is required to 
performed exercise sessions. It does not use any machine 
learning tool to automate the system. Further, the system 
is costly and probably not beneficial to all patients. 

In [17], a system to evaluate rehabilitation based on 
swimming is proposed. The wearable inertial sensor 
devices are used in this study to monitor and evaluate the 
key parameters of rehabilitation activities. The system 
tracks the swimming movements and uploads on cloud. 
The physiotherapist then monitors the movement and 
guides the patient accordingly thus physiotherapist's 
presence is necessary all the time to monitor patient 
exercise in real time. User Interface and Professional 
Interface are designed to login into system. No automatic 
monitoring of swimming exercises is performed, and 
there is no two-way communication channel between the 
patient and physiotherapist in real time.  

VR games along with different wearable sensors by 
[20, 22-25] were used to develop a smart physiotherapy 
assistance system. In [20, 23], the author developed a 
glove for arm rehabilitation. In [20], the author does not 
describe the sensors used in the system. Both of these 
systems can be used only for upper limb rehabilitation. 
System developed by [19] used two healthy volunteers to 
assess the system. Testing of the system in [20] is not 
presented in the paper. A low-cost exoskeleton linked to 
VR system is presented by [24]. The results of the 
physiotherapy session are stored on cloud which can be 
further used by physiotherapist to modify the exercises 
accordingly. The result of assessment of system shows 
that exercises were difficult even for a healthy person. 

Kinect interface with VR games was used to aid 
physiotherapy sessions at home by [22]. Only hand 
rehabilitation is focused in [22] and system was evaluated 
by thirty-three healthy volunteers. [12] used FMCW 
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microwave radar and Flexiforce sensor. Two people 
assessed the system by doing multiple exercises. There is 
no monitoring and modifying system for exercise for 
physiotherapist according to the results of the 
physiotherapy sessions. A smart wheelchair coupled with 
pulleys to therapy lower and upper limbs was presented 
by [13]. A mobile application can be used to control the 
wheelchair along with speech commands. The device 
proposed by [13] cannot carry more than 93 kg of weight 
and pulley cannot manage weight of more than 10 Kg. 

The systems presented by[12, 13, 20, 22-24] do not 
use and ML algorithm and there is a lack of two-way 

communication between the physiotherapist and the 
patient except [24]. These systems are not beneficial for all 
because they can only be used for the rehabilitation of 
specific body part. [25] presented VirtualPT measures 
body temperature and other vital signs during 
physiotherapy session. ML models were trained that 
automates the system. The system is costly and not 
beneficial for all patients. System is evaluated only on 
older patients. 

The following table summarizes the reviewed 
investigations and presents a comparison among the 
investigations.

Table 1: Comparison Table 
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[2] Electromyography sensor 
and inertial sensor unit 
(Accelerometer, Gyroscope 
and Magnetometer Sensor). 
Computer System and 
Module coding 
Body Area Network (BAN) 

DT, KNN, SVM and RF Forwarding step to 
Automatically Monitor the 
exercise 
Apply Machine Learning 
Model 
Train Model on data set 
Evaluation Parameters used to 
check Accuracy 
Guide in research point of view 
in future 

Size of dataset is very small  
List of sensors required to use this 
system 
Tags used to bind sensor with body 
For Limited exercises 
No communication channel b/w 
patient and physiotherapist 
Model train on specific age group 
Not more efficient due to small 
dataset 

[6] Microsoft kinect skeleton 
system, Vicon Bonita system 
and 8 infrared cameras 

No Machine Learning 
Model used  

Evaluate the accuracy of 
Microsoft Kinect skeleton 
system by using 8 IR Cameras 

Only evaluate the accuracy of 
skeleton system no benefit to patient. 
Large set up and software required. 
No patient 
assistance 

[7] Inertial Measurement Unit 
(IMU), Textile Sensor, 
accelerometer, gyroscope, 
and magnetometer, Cloud 
System , Rehabilitation Hub, 
Computer system, Wireless 
(Bluetooth 4.0), Internet and 
ePhysio Module 
Professional Interface, User 
Interface 

No Machine Learning 
Model used 

Provide three use cases 
(Outdoor and indoor group 
therapy, or single user) Create 
virtual link 
b/w patient and 
physiotherapist 
Provides immediate feedback. 

A complete system required to 
monitor exercise, Unidirectional 
communication channel. 
No automatic evaluation of exercise, 
wired connection between Hub and 
Computer 

[11] Microsoft Kinect skeleton 
system, Two Infrared Depth 
Sensors (IDS), Acceleration 
Sensor, RGB camera and 
Tablet  
Kinect code library  

No Machine Learning 
Model used 

Track the patient movements 
and reflect the motions on the 
tablet screen 
User log and administrative log 
available 
Physiotherapist can monitor 
patient exercise at clinic 
Built in module of Microsoft 
used 
count no of time exercise 
performed 

Two IR Sensors and Camera 
required 
Computer system required 
Internet access required 
Microsoft Kinect system required 
No proper communication channel 
available  

[12] Fexiforce sensor and the 
FMCW 24GHz microwave 
radar 

No Machine Learning 
Model was used 

System is used for lower limb 
rehabilitation.  

No automatically monitor patient 
exercise, no two-way 
communication channel b/w patient, 
System can be used only for lower 
limb rehabilitation 

[13] Arduino interfaced joystick 
to create a smart wheelchair 

No Machine Learning 
Model was used 

Smart wheelchair with lower 
and upper limb rehabilitation. 

No automatically monitor patient 
exercise, no two-way 
communication channel b/w patient 
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System can be used only for lower 
and upper limb rehabilitation, can 
only lift weight up to 93 Kg 

[15] Medical dynamometer, 
Range of motion encoder, 
force sensor, torque sensor, 
Encoder Input board, SQL 
database, Main Controller 
(Computer system), 
Internet, DiagnoConn a 
doctor and patient Module, 
Professional Interface and 
User Interface 

No Machine Learning 
Model was used 

Automatic remote treatment of 
patient. User interface and 
professional interface created 
to do and monitor exercise. 
Good step to automate and 
recover physical disorders 

Work on four exercises, each patient 
body parts have different movement 
style, it can create more issues for 
some patients. More movement can 
apply from patient capacity, system 
programmed on standard 
movements not train on each subject, 
Internet connection required to send 
data. 

[16] Camera, microphone, 
Drawing Tool, motion 
sensors, User Interface 
(Client and Doctor) and 
Patient Telerehabilitation 
system 

No Machine Learning 
Model was used 

Good step to automate the 
system, Real time feedback to 
patient through Audio, Video 
Channel and Messaging, 
Online Checkup of patients, 
patient no need to visit clinic 

No automatically monitor patient 
exercise, Test the system only on 15 
elderly people, Inter Connection 
required,  
Physiotherapist is bound to monitor 
patient exercise 

[17] A redundant 6-DoF IMU 
sensor that includes 3-D 
gyroscope and 
accelerometer 

No Machine Learning 
Model was used 

Track the Swimming 
movements and upload on 
cloud to monitor by 
physiotherapist and guide to 
patient about his session 
Physiotherapist can monitor 
patient swimming at clinic. 
User Interface and Professional 
Interface designed to login on 
system. 

No automatically monitor 
swimming exercise,  
No two-way communication 
channel b/w patient and 
physiotherapist, 
Physiotherapist is bound to monitor 
swimming 

[19] Environmental sensor, Bio 
Signal Sensor, 3 wearable 
Inertial Measurement Unit 
(IMU), dominating ankle 
and wrist, with the y-axis of 
the sensors 

No Machine Learning 
Model was used 

Collected data can be used in 
future for further prediction, 
Check the accuracy of system 
by golden standards, use 10 Hz 
carrier frequencies,  
Immediate feedback about the 
workout is provided by 
physiotherapist. 

No automatically monitor patient 
exercise, Test the system on 2 men 
and 5 exercises,  
List of sensors required to use this 
system 
Tags used to bind sensor with body 
For Limited exercises,  
No two-way communication 
channel b/w patient and 
physiotherapist 
Physiotherapist is bound to monitor 
patient exercise 

[20] Not Presented in paper No Machine Learning 
Model was used 

Developed a glove for arm 
rehabilitation, VR games were 
used for physiotherapy session, 
physiotherapist can view the 
results of the exercise session, 

No automatically monitor patient 
exercise, no two-way 
communication channel b/w patient, 
no information about sensors used, 
only for arm rehabilitation 

[21] Inertial Measurement Unit 
(IMU), Pressure Sensor, 
Force Sensor, wireless 
communication (Blue tooth) 

MLP, LibSVM, SMO, 
J48, RF, NB, LR and 
C4.5 RT 

Good step to automate the 
system, Audio, and video 
feedback to patient 

Lake of in written communication, 
Not automatic working, A large list 
of ML Models used , Test only on five 
exercises, Internet connection 
required to send data , 
Physiotherapist required to monitor 
the patient exercise 

[22] Kinect natural user interface 
and a set of Unity3D VR 
games. 

No Machine Learning 
Model was used 

Kinect interface was used along 
with VR games for 
rehabilitation. Thirty-three 
healthy subjects assessed the 
system, Therapist can view the 
results of the session using a 
mobile application. 

No automatically monitor patient 
exercise, No two-way 
communication channel b/w patient. 
System can be used only for lower 
limb rehabilitation  

[23] FlexiForce A201, Gyroscope, 
accelerometer, and 
magnetometer 

No Machine Learning 
Model was used 

Developed a glove for arm 
rehabilitation, VR games were 
used for physiotherapy session, 
System was tested by grabbing 
different subjects in VR games 
by healthy subjects, 

No automatically monitor patient 
exercise, No two-way 
communication channel b/w patient, 
only for arm rehabilitation 
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[24] Exoskeleton sensor No Machine Learning 
Model was used 

Exoskeleton linked with VR 
games is used for elbow 
rehabilitation, Therapist can 
view results and modify the 
exercise. 

No automatically monitor patient 
exercise and exercises were difficult 
even for healthy persons, only for 
elbow rehabilitation 

[25] Kinect sensor, MAX30100 
Pulse Oximeter sensor and 
temperature sensor 

KNN, CNN and DT VirtualPT that measures body 
temperature and other vital 
signs during physiotherapy 
session. ML models were 
trained that automates the 
system. The system is costly 
and not beneficial for all 
patients 

System is costly and only assessed 
over older patients. 

4. Conclusion 

In recent years, there has been an increased need for 
effective healthcare systems in response to the world's 
ageing population, the rise in the incidence of chronic 
diseases, and the proliferation of new medical 
technologies. Some persons are unable to move and 
function normally due to a physical abnormality, most of 
which are the result of accident, illness, or old age. 
Numerous methods have been developed by researchers 
to help and remotely monitor these individuals. 
This study reviewed the strategies adopted by numerous 
scholars, together with the analysis and application of 
technology, to take on these crucial issues. The purpose is 
to provide a concise summary of current approaches and 
tools to aid future researchers in their pursuit of a global 
solution. The rapid development of compactness and 
robustness of processors, sensors, and coupling with 
machine learning has increased the potential of smart and 
single global solutions conceivable for future researchers 
to address issues related to remote physiotherapy 
assistance systems. 
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ABSTRACT: Autonomous vehicles are the future of road traffic.  In addition to improving safety and 
efficiency from reduced errors compared to conventional vehicles, autonomous vehicles can also be 
implemented in applications that may be inconvenient or dangerous to a human driver. To realize 
this vision, seven essential technologies need to be evolved and refined including path planning, 
computer vision, sensor fusion, data security, fault diagnosis, control, and lastly, communication and 
networking. The contributions and the novelty of this paper are: 1) provide a comprehensive review 
of the recent advances in using deep learning for autonomous vehicle research, 2) offer insights into 
several important aspects of this emerging area, and 3) identify five directions for future research. To 
the best of our knowledge, there is no previous work that provides similar reviews for autonomous 
vehicle design. 
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1. Introduction  

Autonomous vehicles are the future of road traffic. As 
intelligent agents equipped with sensing technology 
including GPS, Inertial Navigation Systems (INS), Lidar, 
and Cameras combined with advanced control systems, 
autonomous vehicles have important applications in the 
future. In addition to improving safety and efficiency from 
reduced errors compared to conventional vehicles, 
autonomous vehicles can also be implemented in 
applications that may prove to be difficult or unsafe for a 
human driver. 

However, before they can be safely commercially 
introduced, several essential technologies necessary for 
the design and operation of autonomous vehicles must be 
developed and refined. The function of an autonomous 
vehicle can be simplified to be a vehicle that can plan and 
follow a safe and efficient path from given starting points 
to endpoints with some control constraints. To achieve this 
goal, it is important to have strong understanding of 
human visual system and plan the substitution with an 
effective visual sensor system with robust data analytics. 
Beyond simple visual data, other sensory data such as 
location and inertial data can be integrated to improve 
safety and performance in control and path planning. In 

effect, the use of more data can improve system safety and 
performance. A commons strategy deployed to increase 
the amount of data AVs has access to is facilitating vehicle-
to-vehicle (V2V) communication, allowing vehicles to 
have access to data from more sensors and more accurate 
state information of surrounding vehicles. Beyond cellular 
V2V communication, it is also important to consider the 
issue of bandwidth efficiency and the application of 
unmanned autonomous vehicles (UAVs) and other 
technologies to facilitate communication. However, as 
communication increases and deep learning is 
increasingly used more in Avs, it is essential to ensure user 
data is secure and the vehicles are resistant to any 
malicious attacks.    Because autonomous vehicles require 
accurate sensory and system information, it is especially 
relevant to detect and diagnose faults. In this paper, we 
will consider seven key technologies needed for 
autonomous vehicles: path planning, computer vision, 
sensor fusion, data security, fault diagnosis, control, and 
lastly, communication and networking. 

While conventional methods have been tried for these 
technologies, deep learning is arguably the most 
promising method. This is due to deep learning’s ability to 
accurately approximate complex nonlinear relationship 
using multi-layer transformations.  The difference is 
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especially highlighted in imaging tasks such as object 
recognition and image classification. The key types of 
deep neural networks are Convolutional Neural Network 
(CNN), Deep Autoencoder (DAE), Deep Belief Network 
(DBN) and Deep Reinforcement Learning (DRL). DBNs 
and DAEs can conduct unsupervised pre-training on the 
weights, which can ease the difficulty of the subsequent 
supervised training of the deep networks. However, a 
fundamental problem in DBNs and DAEs is that there are 
too many weights to train when the inputs are raw signals 
or their time-frequency representations. 

In contrast, CNN can avoid these issues by using 
strategies like local receptive field and weight sharing to 
reduce computational complexity during training. 
However, CNN has a relevant disadvantage which is its 
tendency to fall into a local minimum in training. The last 
key network, Deep Reinforcement Learning (DRL), can 
achieve exceptional results using a Q-learning or policy 
gradient algorithm to gain the best rewards for the chosen 
actions. 

Our paper is an extension of “Applying Deep Learning 
to Autonomous Vehicles: A Survey” [1]. We will review 
the headway in deep learning algorithms to review these 
seven essential fields. Some relevant reviews have been 
published in recent years [2], where some new functions 
are discussed. The main contributions of our paper are: 

1. New data security, and communication and 
networking sections. 

2. Reviewed most recent papers for path planning, 
computer vision, sensor fusion, fault diagnosis, and 
control. 

3. Identified five directions for future research 

2. Deep Learning for Path Planning  

In an ordinary environment, path planning aims to 
guide a vehicle on a collision-free paths for where both 
static and dynamic obstacles need to be avoided. This 
method can either have a model-based or model-free 
design and include local or global planning and 
optimization for some criteria. Models usually aim to find 
the shortest time or shortest path method. In the following 
section, we will review recent literature on path planning 
for autonomous vehicles and the three primary deep 
learning tools applied., i.e. DRL, CNN, and Long Short-
Term Memory (LSTM).  

CNN is commonly used for classification tasks due to 
its ability to extract features from images. While image 
classification problems are different from path planning 
tasks, CNN can be used when generating control signals 
from sensor data from sources such as cameras and lidars. 
In [3], a high-level control framework was created for the 
steering of autonomous angles. The authors mapped input 
camera data directly to a steering angle to implicitly solve 

path planning tasks. More commonly, CNN is applied to 
extract features to be applied in a path planning subtask. 
In one study, an unmanned aerial vehicle (UAV) was 
tasked with generating a path through 26 gates in an 
indoor 3-D environment. In this task, CNN was employed 
to detect the center of a gate to enable the guidance of the 
vehicle without collision in real time [4]. CNN can also be 
applied to tasks of higher difficulty beyond simple 2-D 
and 3-D single vehicle path planning tasks. In [5], the 
authors applied CNN in a path planning task of guiding 
multiple UAVs in a 3-D environment using 2-D CNNs. 

LSTM is another type of network used to process image 
data. As a recurrent neural network, it is often used for 
sequential image data. In [6], the authors use a model 
where a LSTM network is applied to extract hidden 
features to aid in accurately planning sequential moves of 
AVs. In further works, LSTM has also been successful 
applied for path planning in an environment with 
vulnerable road users which includes smaller vehicles 
such as bicycles and motorcycles as well as pedestrians.  In 
another study, the authors use a model-free planning 
approach with a deep stacked LSTM network to assess 
pedestrians’ intentions and plan a vehicle’s motion 
accordingly [7]. 

The last primary deep learning tool is deep 
reinforcement learning which does not rely on labelled 
data sets and can achieve extraordinary result. In the 
recent past, DRL has been commonly used in path 
planning applications for various types unmanned 
vehicles in diverse environments. The first application 
involves navigation for road vehicles in an environment 
with mixed autonomous and traditional vehicles. In this 
application, DRL is used to generate a shareable driving 
policy which doesn’t need to consider facts such as system 
dynamics compared with traditional control methods [8]. 
DRL has frequently been applied to path planning 
problems in environments with cluttered obstacles and 
rough terrain. With an application for robots employed for 
urban search and rescue missions, the authors in [9] 
proposed a path planning method using DRL with the 
input of depth images, elevation maps, and orientation to 
generate navigation actions. In [10], the authors apply 
DRL to address the issues of path planning in large 
complex environments where simultaneous localization 
and mapping (SLAM) and other conventional methods 
are less effective and have reduced accuracy due to 
computational constraints.  Thus, DRL is used to directly 
map sensor input data to output control system directives.  
While conventional control strategies for aerial vehicles 
are somewhat mature, there is still reliance on human 
intervention. Deep learning methods are promising 
approaches for the control of UAVs.  The first of these 
methods involves using a deterministic policy gradient 
method in path planning for multiple aerial vehicles.  This 
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model can achieve real-time performance in a dynamic 
environment due to its parameter requirements of only the 
locations of threat areas, targets, and other UAVs [11]. 
With applications in search and rescue missions as well as 
aerial inspections for oil and gas fields, the authors in [12] 
propose a path planning strategy of UAVs based on a 
Nokia Snake game strategy. This control policy can be 
applied to plan more complex paths than comparable 
previous DRL methods.  In [13], path planning for drones 
using a DQN method which combines deep learning with 
time-difference learning. The authors used a drone 
equipped with ultrasonic sensors in a 3D simulation 
environment. In [14], a similar path planning problem 
using the DQN method was used to conduct local path 
planning of unmanned surface vehicles equipped with 
360-degree lidar in a 3D simulation environment. 

In recent years, mobile edge computing, where 
computations are done locally at an edge node of a 
network, has been developed. In [15], a UAV-mounted 
mobile edge computing system is developed to 
dynamically take and compute tasks from mobile terminal 
users. With terminal users starting at random locations 
with random travel paths, the authors apply DDQN to 
optimize path plans with time- varying targets. In [16], the 
authors innovate by applying a multi-agent system to the 
mobile edge computing network path planning task. 
Using energy consumption, distance, and computational 
intensity of each task as parameters, the proposed 
algorithm is a form of a multi-agent DDPG utilizing a 
framework of centralized training and decentralized 
execution. An alternative approach to this problem is 
shown in [17], where a multi-agent DQL-based algorithm 
is used. In this study, each UAV is trained with an 
independent DQN and autonomously executes its actions, 
only receiving state information from each UAV. In [18], 
the authors use a mobile edge computing network to 
tackle the problem of traffic. This study claims that one 
major issue in traffic and higher fuel consumption in an 
environment with autonomous vehicles can be solved by 
having cars travel in a platoon model by reducing changes 
in speeds and increasing aerodynamic flow. A path can be 
planned using Q-Learning to optimize speed and fuel 
consumption. 

3. Deep Learning for Computer Vision  

Machine learning has always been crucial for 
environmental perception and computer vision, and their 
applications such as autonomous vehicles. Deep learning 
methods have improved on their understanding of sensor 
data and to some extent, are able to accomplish perception, 
localization, and mapping. Sensors are divided into two 
categories: passive sensors such as cameras and active 
sensors such as lidar, radar, and sonar. Between these two 
categories, research works on environmental perception 
generally focus on cameras due to its lower cost and mass 

availability.  Cameras are further divided into two 
common types, the first of which is a monocular camera 
with the ability to extract precise information from images 
in the form of pixel intensities. to the arrangement of pixel 
densities can be used identify to identify properties such 
as texture and shape. However, monocular cameras have 
inadequate accuracy in estimating the size and position of 
an object because of the limited depth data available in a 
single image. Thus, a stereo camera system is often used 
to improve depth estimation. Beyond monocular and 
stereo cameras, there exists other more specialized 
cameras, such as Time-of-flight cameras, which can 
accurately estimate depth from the delay between 
transmitting and receiving infrared range pulses [19]. An 
integral part of object detection is distance estimation. 
While conventional methods have been applicable to only 
a singular type of camera, the authors in [20] have 
designed a depth perception model that can be 
generalized to a variety of camera with varying camera 
geometries. 

Weather and light conditions can negatively influence 
the accuracy of camera sensors, especially at night or in 
snowy and rainy weather, where calculations such as 
depth perception become more complex. In [21], the 
authors designed a method to address detecting vehicles 
at night with a monocular camera. This was accomplished 
using support-vector machines to detect headlight and 
taillights. While this is an improvement, cameras are still 
not reliable when used as the only sensor, and lidar still 
provides the most accurate measurement during night-
time. Object detection and identification is necessary for 
the safe operation of autonomous vehicles, and it is 
essential to balance the costs of lidar and the reliability of 
a camera. 

To avoid accidents, it is crucial for autonomous ground 
vehicles to detect domain of the path it takes and any 
objects along it. Thus, the first step in detecting vehicles, 
pedestrians, and other obstacles on the road.  In [22], the 
study conducted proposed a road detection model using a 
CNN network with residual learning and pyramid 
pooling techniques using monocular vision data.  In [23], 
a method incorporating CNN is proposed to detect 
various types of speed bumps and solve the problem of 
the dynamic appearance of speed bumps. Potholes present 
another problem and the authors in [24] tackles this 
problem by automatically developing a strategy to detect 
potholes using information from stereo cameras. 

In the operation of vehicles, accidents most commonly 
occur at road intersections. Therefore, it is critical to obtain 
information from sensors or connected technologies of 
nearby road agent positions at intersections.  In [25], the 
authors conducted a study about the effectiveness of 
various deep neural networks on autonomous vehicles 
learning road vehicle information from aerial 
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photographs.  This can have applications in a smart city 
where connected technologies enable the sharing of aerial 
photography data between road agents. Later in this 
review, we will discuss using wireless connections 
between vehicles to share various data that may have 
applications for road intersection safety.   

Beyond detecting obstacles and nearby road agents at 
intersections, it is also crucial to be able to detect and 
interpret traffic control signals.  Traffic Light Recognition 
(TLR) techniques are comprised of two steps: detecting 
traffic signals and estimating the state of the signal. Some 
key challenges are addressing false positives and 
computational complexity while under dynamic lighting 
conditions.  One proposed TLR method uses a multi-
channel high dynamic range (HDR) camera to capture 
images with multiple exposure values where deep neural 
networks are used to estimate traffic light signals. In this 
study, the network detects traffic lights from bright frame 
data and classifies the signal using dark frame data [26]. In 
another study, a TLR method with using a video dataset 
input with six color spaces was proposed. The authors 
applied three different networks based on region-based 
deep learning network models with the best result 
attained with pairing of RGB color space with a R-CNN 
model [27]. 

In object detection and identification, key targets for 
autonomous vehicle systems to reliably detect are 
passengers and pedestrians.  In one approach, the authors 
of [28] combined RGB-D stereo vision and thermal 
cameras. In this study, the authors compared Histogram 
of Oriented Gradient (HOG) and Convolutional Channel 
Features (CCF) methods with the results indicating CCF 
superior to HOG for pedestrian detection.   In [29], a 
vision-based system using monocular camera data was 
developed to predict passenger movement and to detect 
other objects on the road. This study used a party affinity 
fields model to estimate the pose of pedestrians in 
combination with AI to aid in estimating results for risk 
assessment. In emergency situations, it can be important 
for autonomous vehicles to detect nearby vehicle 
passengers to make more informed decisions. This issue is 
addressed in [30], which proposes a CNN-based method 
for detecting nearby cars and passengers within those cars 
using monocular cameras.   

With respect to traffic and road rules, CV-based deep 
learning techniques can also be applied to detecting 
vehicle road violations. In [31], YoloV3, a real-time object-
detection algorithm for detection and tracking integrates a 
license plate recognition system with LPRNet and 
MTCNN. Using this, they can track traffic violations and 
impolite pedestrians. 

With eco-friendliness and fuel costs taking greater 
importance, research has expanded more on optimizing 
driving patterns to reduce fuel consumption. Applying 

CNN and computer vision, the authors [32] propose an 
object detection method that increases the fuel efficiency 
of hybrid vehicles. In a test, they achieved 96.5% fuel 
economy of the global optimum with dynamic 
programming, increasing fuel efficiency by up to 8.8% 
over an existing method. In [33], the authors propose a 
different approach to reduce fuel consumption. They 
proposed a DQN-based car-following strategy and a 
learning-based energy management strategy to achieve a 
low fuel consumption while maintaining a safe real-time 
distance. In [34], they tackled fuel efficiency for fuel cell 
vehicles using a spatiotemporal-vision-based deep neural 
network. This method improved the accuracy of predicted 
speed, especially when the traffic was dense. 

4. Deep Learning for Sensor Fusion 

Autonomous vehicles are typically equipped with 
multiple sensors such as Global Positioning System (GPS), 
Inertia Measurement Unit (IMU), cameras, radar, 
ultrasound, as well as light detection and ranging (Lidar). 
While each sensor provides key data, they each have their 
limitations. However, by combining the strengths of each 
sensor, together, they can provide autonomous vehicles 
with superior information to render decisions for control, 
path planning, and fault management. 

Traditionally, sensor data was fused using the Kalman 
filter algorithm. However, deep learning has become an 
increasingly more popular method of combining sensor 
data due to its effectiveness and relative simplicity. One 
key application in sensor fusion is overcoming the 
shortfall of cameras. While cameras are used to capture 
important data such as object size and shape, it lacks the 
ability to accurately measure key values such as distance 
and velocity, that sensors like radars and lidars can 
compensate for. In [35], the authors explore the application 
of a CNN network in the fusion of camera raw pixels and 
lidar depth values to generate a feature vector. This study 
employed a novel temporal-history based attention 
mechanism which proved to be resilient to errors in sensor 
signals.   To address the lack of clarity in camera data in 
severe weather conditions and at night, the authors in [36] 
conducted a study fusing camera and radar data with a 
model based on RetinaNet. In [37], the authors propose a 
vehicle detection model based on the fusion of lidar and 
camera data. In this model, possible vehicle locations are 
obtained from lidar point cloud data and a CNN network 
is used to refine and detect vehicle locations.  Beyond 
detecting vehicles, lidar camera fusion was applied in [38] 
for high accuracy road detection even in difficult road 
conditions such as in extreme weather.  In sensor fusion 
and deep learning for segmentation tasks, the quality of 
training data plays a vital role in these studies' success. In 
[39], a new collaborative method of collective multi-sensor 
training data and automatically generating accurate labels 
is proposed. 
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In [40], the authors propose a deep convolutional 
network for vehicle detection with three modalities: color 
image, lidar reflectance map, and lidar depth map. This 
model is able to produce a more accurate prediction using 
joint learning because joint learning generates more data 
for safely operating vehicles compared to learning 
environmental data and driving policy independently. In 
[41], the authors propose a dual-modal DNN to create an 
improved detection model in severe environmental 
conditions such as rain, snow, and night-time where 
features can be blurry.  This network fuses color and 
infrared images and achieves improved performance for 
low-observable targets. In [42], the authors proposed an 
Integrated Multimodality Fusion Deep Neural Network, 
which processed each modality independently before 
being processed together in further networks, which 
creates modularity and increased flexibility, thus 
providing a greater ability for generalization. 

In [43], a cooperative perception system was proposed 
to expand the scope of vehicle perception and eliminate 
blind spots by integrating data from multiple vehicle 
sources using both graphic and semantic alignment. In 
[44], the authors introduce a cooperative visual-free sensor 
fusion technique combining vehicle detector, remote 
microwave sensors, and toll collection data to predict fine-
grain flow traffic. In [45], the authors presented a model 
integrating various smartphone sensor data to detect real 
time vehicle maneuvers. This system uses GPS, gyroscope, 
accelerometer, and magnetometer to detect turns and 
other movements to be communicated to enhance safety. 
In [46], a smartphone sensor-based method is proposed to 
detect human activity recognition. In [47], the authors 
propose Gated Recurrent Fusion Units (GRFU) which 
have gating mechanisms similar to those in LSTM to create 
a new joint learning mechanism, which proved to have an 
improved error rate. In [48], a novel end-to-end driving 
DNN is proposed. This proposed network that 
incorporates scene understanding, which understands 
spatial, functional, and semantic relationships and uses 
lidar and camera. 

5. Deep Learning for Data Security 

With the rapid development of deep learning, 
increasing amounts of user data are required to train and 
models. In some systems, the privacy of user data can be 
a concern. In addition, it is also essential for systems to 
accurately detect attacks with intentions to corrupt the 
model. Current data security methods will be discussed 
for centralized and federated learning models. Model 
training requires a large number of data samples. In 
addition to the information required to train the models, 
these models also inadvertently include auxiliary that 
malicious actors can use to infer information about the 
individuals such as location and trajectory. In [49], the 

authors use a GAN to generate privacy-preserving data 
that still retain its usefulness in training. 

In recent times, federated learning has been 
introduced, where a model is downloaded and trained 
locally with private data before being uploaded, and 
model aggregation occurs. It became popular due to 
offloading some computational power to individual 
devices, and privacy concerns as users don’t have to share 
their private data [50] [51]. In federated learning, two 
problems being tackled are detecting bad actors that 
maliciously upload faulty data to distort the accuracy of 
the model and preserving privacy before model 
aggregation. In [52], the authors use a blockchain method 
for UAVs, which replaces the central curator to combine 
the learned parameters in the model. In addition, they 
also use a local differential privacy algorithm to mask 
personal data. In [53], the authors propose a different 
method to tackle this problem. They introduce a privacy-
preserving model aggregation scheme named FedLoc by 
using homomorphic encryption and a bounded Laplace 
mechanism. In [54], the authors introduced CLONE, a 
collaborative edge learning framework using federated 
learning techniques. This can be applied to a multitask 
tracking problem or in EV battery fault detection. In [55], 
the authors tackle the problem of sharing data for model 
training for data collected by independent 
companies/vehicles by using federated learning. A 
blockchain structure can also be used to enhance privacy. 
In [56], a hybrid blockchain architecture is proposed to be 
used in federated learning for vehicular applications. In 
[57], the authors also use blockchain to facilitate 
communication in a mobile edge computing application, 
however, with the innovation of applying a hybrid model 
intrusion detection system to the data. Their proposed 
framework has shown reduced false alarm rate and a high 
accuracy of 99%. 

In addition to data-privacy, it is also essential to 
detect and prevent malicious attacks. These attacks can 
corrupt the model during training or operation by 
providing malicious input. One example of an attack 
using adversarial GPS trajectories against crowdsourced 
navigation systems is Cybil attacks. In [58], a Bayesian 
deep learning method was used to identify Sybil attacks. 
In [59], the authors discuss the development of poisoning 
and evasion attacks and review recent methods used to 
address them. The methods used against poisoning 
attacks include ensemble learning methods to increase 
resistance against variance and comparing classifiers for 
each training data set. Adversarial training is the main 
method used against evasion attacks which works by 
introducing both legalized and adversarial samples to 
train the model on detecting adversarial samples. In [60], 
the authors proposed a multi-strength adversarial 
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training technique which combines adversarial training 
examples with different adversarial strengths. 

6. Deep Learning for Data Security 

As the field of autonomous vehicles develops, these 
vehicles require more sensors and actuators and become 
increasingly reliant on them. However, the proliferation 
of sensors and actuators in vehicles which heavily rely on 
their accuracy also increases the occurrence of a vehicle 
fault. To ensure the safe operation of autonomous 
vehicles, fault detection methods need to be able to be 
more reliable. Conventional fault detection methods can 
be classified into three categories:  model based, signal 
based and knowledge based. In recent years, DNN-based 
fault detection has become popularized as it can achieve 
faster and more accurate results. In addition, deep 
learning can accurately map complex patterns and signals 
to accurately assess the health condition of the 
components, leading to its prospects of becoming a 
promising research field. In recent years, CNN, DAE and 
DBN have all been applied in fault diagnosis tasks.    

Planetary gearboxes are commonly used in 
mechanical systems such as transmission systems present 
in ICE and some electric vehicles. Using a deep residual 
network with vibration signals as input, the authors in [61] 
created a model integrating the network with domain 
knowledge to identify faults and the condition of 
planetary gearboxes.  An alternate approach is taken to 
detect faults in a planetary gearbox in [62] where a model 
is formed with transfer learning combined with a deep 
autoencoder with wavelet activation functions.  The 
resulting model is effective under variable conditions 
such as changing speed and location. 

In-vehicle gateways are modules that connect to and 
receives data from various sensors in a vehicle. Several 
studies have been conducted to utilize this information 
for fault diagnosis.  In [63], the authors combined a LSTM 
network with an in-vehicle gateway to diagnose faults 
based on fault data by using comparisons with previous 
sensor data. In [64], an IoT Gateway combined with deep 
learning is used to diagnose the faults of the sensors. This 
self-diagnosis information can be used for self-repairing. 
The inputs of the deep learning network are sensor 
signals, and the outputs are the condition of parts, of 
which the driver will be informed through diagnostic 
results. One innovation of the work is that data collected 
by a gateway are from different protocols such as CAN, 
FlexRay, and MOST. 

Deep learning can be used to detect faults in many 
components of the vehicle. In [65], electrical signals are 
analyzed to detect the fault in the spacecraft's electronic 
load system. A deep autoencoder-based clustering system 
and a CNN-based classification method is used to process 

high-dimensional signal data to detect and classify faults. 
In [66] a combined CNN and LSTM model is used to 
detect the pre-ignition of engine control signals using in-
vehicle data. In [67], the training data are generated from 
the UAV system model. One dimensional signal is then 
extended to time-frequency domains using wavelet 
transform. Then, deep learning is performed on the image 
data to find different sensor or actuator faults. 

Electric vehicles have microgrids that encompasses 
energy storage systems, electric motor, motor drive and 
protective components.  With complete reliance on micro-
grids, detecting faults in the micro-grid of an electric 
vehicle is crucial to the safety of the vehicle.  In [68], a 
CNN-based method was studied to detects false battery 
data in battery energy storage systems, with application 
to those in electric vehicles. In [69], the authors used a 
CNN-based model to solve the fault classification 
problem for micro-grids. This method uses voltage and 
other measures from inverters, converter, capacitors to 
create a fault detection method to reinforce traditional 
methods.  It is especially important to reliably detect 
faults in unmanned autonomous vehicles due to the 
higher cost of failure.  In [70], the authors presented a 
strategy for diagnosing faults in actuators of multi-rotor 
UAVs based on a hybrid LSTM-CNN model. One 
common constraint in UAVs is the challenge of running 
complicated fault detection methods in real-time, which 
have size, weight, and power consumption constraints. 
To tackle this problem, [71] proposes an LSTM-based 
fault detection model acceleration engine. In [72], the 
authors use LSTM to estimate the estimated wheel angle 
and an improved sequential probability ratio test to detect 
a fault in vehicle wheel angle signals. 

In the future, connected and automated vehicles 
communicating in real-time are expected to improve road 
safety. In [73], the problem of anomalous sensor readings 
is tackled with a CNN-based sensor anomaly detection 
and identification method. In [74], the authors address 
detecting malicious actors in connected and automated 
vehicles during cruise control. Using a multi-agent DRL 
method, they can cooperatively and accurately detect 
attackers. 

7. Deep Learning for Control Algorithms 

Autonomous vehicle control models consist of two 
parts: perception planning and control paradigm. 
Traditionally, control systems methods relied on 
mathematical models including optimal control, robust 
control, PID control, and adaptive control. While 
conventional models are more easily interpreted and 
have a theoretical foundation, they performance worse 
for more complex data or larger data sets. In comparison, 
deep learning control approaches are model- free, data-
driven which indicates its applicability to both discrete 
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and continuous systems. Due to these differences, deep 
learning can’t be directly applied in conventional models. 
Instead, contemporary deep learning solutions for 
autonomous driving employs end-to-end controllers to 
improve or provide state estimation. 

Recently, deep learning has been the chosen method 
for the state estimation of different controllers [75] and 
enhancing state estimation quality [76]. In control systems, 
the dynamic model that identifies the uncertainties and 
hidden states form the foundation. However, the 
conventional system identification method does not 
easily identify model parameters. Helicopters require 
complex control systems due to having complex 
interactions with external forces and internal controls. In 
[77], the authors propose a deep convolutional neural 
network-based dynamic identifier for a controller. This 
scheme can accurately identify the helicopter’s dynamic 
behavior, maintain stability even in untrained maneuvers.    
In [75], the authors present a flight control method for 
autonomous helicopters. A deep learning network is used 
as the identifier for an adaptive control scheme. The 
complete model includes a first principle-based dynamic 
model and a CNN based model for modelling hidden 
states and uncertainties where all parameters and weights 
are trained with real flight data. In [76], a deep learning 
network with the drop out technique is used to improve 
the performance of the attitude state estimation by the 
Kalman filter. This network is trained to model the 
measurement noises, which in turn is used to filter out the 
noise and enhance the quality of the Kalman filter. Deep 
learning is used to compensate for delays and 
measurement noises. The information extracted by a 
modular deep recurrent neural network is combined with 
sensory readings before being fed into the Kalman filter 
for state prediction and update. This deep learning 
network can detect the hidden states, which are normally 
difficult to be measured by sensors. In [78], a CNN and 
LSTM-based observer is presented. First, LSTM processes 
videos and adds a temporal dimension to the cost map. 
Then a particle filter is used for state estimation. Lastly, 
the cost map generated by the deep learning network is 
combined with readings from IMU and wheel speed 
encoders to predicate and update the states for model 
predictive control. 

Deep learning can also replace conventional discrete 
controllers such as PID controllers and instead use a deep 
learning model to generate output control actions which 
can be either discrete or continuous [79]. Another 
application combines the learning with the conventional 
controller to form a hierarchical or better control system. 
Oceans and other large bodies of water have complex 
environments and as a result, existing autonomous 
underwater vehicles relying on conventional controllers 
have imposed paths and pre-planned tasks.  In [80], the 

authors present a model based on deep interactive 
reinforcement learning to facilitate path following. This 
model uses a dual reward method by which the network 
can learn from both human and environmental feedback 
simultaneously. In [81], the authors investigated a low-
level DRL-based control strategy for underwater vehicles. 
A deep reinforcement learning network is introduced 
with sensory signals serving as the sole input of the 
network without prior knowledge of vehicle dynamics. In 
[82], a deep learning tracking control algorithm is applied 
to improve the accuracy and adaptability of driving 
trajectory tracking. In [83], the deep learning network is 
used to analyze the environment to predict lateral and 
longitudinal control. In this network, two separate 
models are used for vehicle speed and steering, where the 
inputs are road images, and the outputs are the speed and 
steering. In [84], the authors propose to use a CNN 
network as an end-to-end controller for driving, while 
two other CNN-based deep networks generate both the 
feature map and error map to help the controller better 
understand the scene. An attention model is used to 
identify the regions that affect the output most. In [85], the 
authors have explored the use of reinforcement learning 
for high-level decision-making in the context of a robotic 
game. In this hierarchy structure, the high-level DL is 
combined with low-level controllers to deliver a better 
control performance. The design of the controller with 
multiple levels can accommodate the challenges in the 
game, such as action delay. In [86], DRL was applied in 
intelligent control with a self-organizing control system 
based on DDPG. Using simulations, the reference signal 
self-organizing control system was able to stabilize an 
inverted pendulum using a rotor. Autonomous vehicle 
control systems often have trouble with hard to predict 
actions such as cut-in maneuvers. In [87], a control 
strategy is developed using a two-part training strategy 
of experience screening followed by policy learning to 
increase performance in uncertain scenarios. 

Deep learning can also be applied to larger-scale 
control algorithms such as wide-range traffic control and 
power grids. Inefficient traffic control results in more 
stop-and-go traffic, increasing wait times and fuel 
consumption. In [88], RL is applied to adaptive traffic 
signal control. This is achieved by using multi-agent RL 
that distributes global control to each local agent with a 
new decentralized multi-agent RL algorithm that has 
improved observability and reduced the learning 
difficulty of each agent. In [89], the authors present a more 
centralized method of traffic control. Using information 
about vehicles near a particular intersection, including 
speed and location as input, they train a model that 
controls the duration of traffic signal timings to reduce 
vehicle wait times and trip lengths. 
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In the electrical grid, conventional control systems are 
not well optimized and do not adapt to changes well. 
Although with high difficulty and complexity, AI has 
been applied in power grid control, which will be an 
important research front for future autonomous vehicles. 
A novel two-timescale voltage control system is 
presented in [90]. Using a feed-forward DQN with 
physics driven optimization, a two-timescale approach 
was able to minimize voltage deviations and optimize 
power flow. [91] developed a DRL based autonomous 
voltage control for power grid operations. They proposed 
to use both DQN and DDPG to create autonomous 
voltage control strategies to better adapt to unknown 
system changes. 

8. Deep Learning for Communication and 
Networking 

Autonomous vehicles can play an important role in 
communication and networking. In communications, 
there is often an inefficient use of allocated bandwidth. In 
[92], a deep learning-based channel and carrier frequency 
offset equalization technique is proposed to improve 
bandwidth efficiency. In emergencies, it is common for 
base stations and power sources to be destroyed, 
restricting access to communication networks when 
needed. As UAVs evolved, they have been purposed to 
assist in emergency communication networks as a base 
station. A fundamental problem being solved is the 
optimization of resources, while UAVs are both limited 
by their coverage area and energy consumption. In [93], 
the authors propose a novel DRL method to optimize 
energy consumption. In [94], the authors approach this 
problem with a DRL based on Q-Learning and CNN to 
optimize macro base power allocation and UAV service 
selection. Recently, vehicular ad hoc networks have been 
used in autonomous vehicles for vehicles to improve 
safety and comfort [95]. However, vehicles often have a 
restrictive communication range. To address this issue, 
communication between vehicles and other types of 
devices is used. In [96], a deep learning-based algorithm 
is proposed for transmission mode selection and resource 
allocation for cellular vehicle-to-everything 
communication. In [97], the authors propose using UAVs 
as relays in these networks. Using DISCOUNT, a DRL 
framework, an organized and intelligent group of UAVs 
are optimized to increase connectivity and minimize 
energy consumption. A common issue in cellular-
connected UAVs is interference between each relay. In 
[98], the authors propose a deep learning algorithm based 
on echo state network architecture to create an 
interference-aware path planning strategy. 

Beyond UAVs, which have range and power 
constraints, satellites have merit as a solution to improve 
vehicle-to-vehicle communication on the ground, 
especially in depopulated areas. However, satellites have 

limited computing and communication resources. To 
tackle this issue, the authors in [99] used deep learning 
with the Lagrange multiplier method to improve joint 
task offloading and resource allocation. Maritime 
communications are often bottlenecked by the immense 
data volumes required. In [100], the authors propose a 
transmission scheduling strategy based using a deep-Q 
network. This strategy optimizes the network routing. 

9. Discussion 

Autonomous vehicles will significantly impact the 
future of the automobile industry. Fully autonomous 
vehicles can improve safety and travel comfort as smooth 
and consistent driving will reduce congestion. They have 
various benefits and advantages as follows: 

• More independent mobility. Better access for people 
who cannot drive, including the elderly and young 
people.  

• Facilitating car sharing and ride sharing. An increase 
in car-sharing opportunities will reduce the need to 
own a car and associated costs. 

• More efficient vehicle traffic. Reduces congestion 
and roadway costs due to more consistent behavior 
on the road. 

• Fewer cars on the road. Reduce drivers’ stress and 
increase productivity. While traveling, motorists can 
rest, play, and work. 

• Greater safety. Several opinions say that autonomous 
vehicles will eliminate 95% of all human error. Thus, 
autonomous vehicles reduce crash risks and high-risk 
driving since they are not impacted by human 
emotions or bias while driving. 

Because deep learning is able to learn or discover very 
complex high-dimensional nonlinear patterns or 
relationships from a large amount of training samples, 
deep learning has been successfully applied in seven 
research areas in autonomous vehicles. However, we still 
need to further investigate new techniques to overcome 
some limitations associated with most deep learning 
algorithms, including easily getting trapped in a local 
minimum, slow convergence during training especially 
for deep reinforcement learning, requiring a large set of 
training samples or overfitting for small training datasets. 

• Future directions. We still need to overcome serious 
major challenges before fully autonomous vehicles 
are ready for public use. In the near future, 
autonomous vehicles may be limited to some specific 
scenarios, such as narrower situations and clearer 
weather. 

• Employ deep learning to develop new sensor fusion 
techniques for autonomous cars with different 
certain road conditions. Current techniques mainly 
focus on narrower good road conditions. They cannot 
handle more complicated road conditions such as 
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changing road conditions, night conditions, unlit 
roads at night, unmarked roads, even unpaved roads, 
unexpected conditions such as animals suddenly 
crossing roads, or combinations of the above 
situations. These complicated conditions require 
novel sensor fusion algorithms and probably require 
to develop new perception devices. Deep learning is 
more suitable for these very complex scenarios than 
conventional methods. We need to investigate novel 
deep learning-based fusion techniques for more 
complicated road conditions. 

• Developing new sensor devices and novel 
algorithms for challenging bad weather conditions. 
Current sensing techniques work relatively well with 
clearer weather.  However, like our eyes, vehicle 
sensors do not work as well in bad weather 
conditions such as rain, fog, snow, and ice, which not 
only reduce the visibility but also cause dangerous 
road conditions. Many autonomous cars employ 
Lidar technology using lasers. However, snow and 
ice absorb laser light rather than reflecting it, making 
these vehicles blind in inclement weather conditions 
and making it difficult for Lidar to accurately identify 
obstacles. Therefore, these bad conditions make 
autonomous cars harder to navigate and cause 
potential safety issues for other drivers and 
pedestrians alike. They also make conventional 
processing algorithms more challenging to obtain 
accurate perception from low quality sensor data in 
bad weather conditions. We need to develop novel 
intelligent sensors to obtain accurate perception and 
corresponding processing techniques for these bad 
weather conditions. Deep learning techniques have 
the potential to deal with these more challenging 
scenarios. 

• Investigate novel deep reinforcement learning 
techniques to achieve multiple objectives in the 
design of autonomous vehicles. The design of fully 
autonomous vehicles often involves multiple, even 
conflicting, objectives or criteria. For example, car 
connectivity using vehicle-to-vehicle communication 
(V2V) communications with surrounding vehicles 
makes many tasks, such as merging easier, but 
securing the communication system could be 
extremely difficult. Thus, it also increases 
cybersecurity risks since there are more ways to get 
into them and disrupt what they're doing as vehicles 
get more connected. Therefore, we need to investigate 
new techniques and strategies in order balance the 
benefits of using V2V communications and 
cybersecurity risks. We believe DRL is one suitable 
technique to make the optimal decision for these 
complicated situations. 

• Early fault diagnosis and prognosis of autonomous 
vehicles. Since the occurrence of faults increases due 

to the significant increase of sensors and components 
in autonomous vehicles, early fault diagnosis and 
prognosis are more important and more challenging 
to ensure the vehicle safety. We need to investigate 
new real-time early fault diagnosis methods for more 
complicated scenarios considering not only the 
components and sensors associated with the vehicle 
itself but also the faults or disruption of V2V 
communications and the reliability of some global 
information from networking infrastructure such as 
real-time road conditions. Early fault diagnosis under 
relatively normal driving conditions is especially 
important to discover potential issues at an earlier 
stage, provide early warning or alert, and take actions 
such as timely checkup and maintenance to prevent 
getting stuck in the middle of remote roads or even 
catastrophic accidents. Since many faults at early 
stage often involve small or subtle changes, it is more 
difficult to accurately detect these small anomalies, 
especially under normal driving operations due to 
the lack of special expensive instruments in car 
dealers. However, this is a very important research 
topic for vehicle safety and timely maintenance. 

• Developing novel low-cost techniques to make 
autonomous vehicles more approachable and 
affordable. Autonomous cars are currently very 
costly, which makes investing in them difficult for 
most people. Even current techniques can achieve the 
required performance criteria under good road and 
weather conditions, we still need to investigate novel 
effective and efficient algorithms for more 
complicated scenarios where they require more 
advanced sensors and more computation power. 
However, it is a time-critical mission for autonomous 
vehicles with rapid response time. We believe deep 
learning will play an important role in developing 
novel intelligent technologies for environment 
perception, planning and navigation on challenging 
roads while keeping low cost. 

10. Conclusion 

In this article, we reviewed recent developments in 
the area of deep learning applications in autonomous 
vehicles.  These seven active research areas are control, 
computer vision, sensor fusion, path planning, fault 
diagnosis, communication and networking, and data 
security. Several types of deep neural networks were 
reviewed and compared, in which deep learning were 
successfully applied to various design and operation 
aspects of autonomous vehicles. Deep learning has taken 
a significant role in the development of technologies for 
autonomous vehicles. It will continue to play an 
important role in the future development and refinement 
of these technologies. 
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Table 1: Path Planning Solutions 

Research paper Application(s) Deep learning 
method 

Network Comments 

[3] Unmanned Vehicles ReLU CNN Camera map steering angle 

[4] Unmanned Aerial Vehicles - CNN Real-Time 

[5] Unmanned Vehicles Imitation Learning CNN 3D 
[6] Unmanned Vehicles LSTM LSTM Feature Extraction 
[7] Unmanned Vehicles LSTM LSTM Pedestrian Detection 

[8] Unmanned Vehicles DRL DDQN Mixed environment with 
manual vehicles 

[9] Unmanned Vehicles DRL DDPG Unknown Environment 
[10] Unmanned Vehicles DRL DQN 3D, Autonomous, Real-Time 
[11] Unmanned Vehicles DRL MADDPG Multi-Agent, Dynamic 
[12] Unmanned Aerial Vehicles DRL A3C Model  

[13] Unmanned Aerial Vehicles DRL DQN Ultrasonic Sensor, 3D , 
Obstacle Avoidance 

[14] Unmanned Surface Vehicles DRL DQN High Degrees of Freedom 
 

[15] Unmanned Aerial Vehicles DRL DQN Mobile-Edge Computing 

[16] Multi-UAV (mobile communications 
system) 

DRL DDPG Multi-Agent, 
3D, Real-Time, Mobile-Edge 
Computing 

[17] Multi-UAV (wireless 
communications system) 

DRL DQN Mobile Edge Computing 

[18] Multi-Vehicle optimization DRL DQN Mobile-Edge computing 

Table 2: Fault Diagnosis Solution Comparisons 

Research 
paper 

Application(s) Deep learning method Network Comments 

[61] Fault Detection Gearbox CNN DRN Vibratory Signals 

[62] Fault Detection Gearbox Autoencoder  Vibratory Signals 
[63] Part-Diagnosis UAV CNN CNN, LSTM In Vehicle,  

[64] Fault Detection UAV - NN Vehicle Data, Sensors 

[65] Spacecraft Electronic Systems CNN CNN High Dimensional Electric Data 
[66] Fault Detection Parts and Pre-

Ignition 
CNN CNN, LSTM Vehicle Data 

[67] Fault Detection and 
Identification UAV 

LQR DNN CIFTA Graphs 

[68] False Battery Data Detection CNN CNN Battery Health Sensor, Charging 
Sensor 

[69] Fault Detection UEV Microgrid CNN DNN, CNN Converter, Inverter Data 

[70] Fault Detection UAV CNN CNN, LSTM Actuator, Flight Data 

[71] Fault Detection UAV - LSTM Real-Time 

[72] Fault Detection Signal - LSTM Wheel Angle Data 
[73] Fault Detection UAV Sensor CNN CNN Connected Vehicles, Real-Time 

[74] Attack Detection UAV MDP, Gradient Descent DRL Connected Vehicles, Multi-Agent 

Acknowledgment 

We acknowledge the financial support of the Natural 
Sciences and Engineering Research Council of Canada 
(NSERC). 

References 

[1] J. Ren, H. Gaber and S. S. Al Jabar, "Applying Deep Learning to 
Autonomous Vehicles: A Survey," 2021 4th International 
Conference on Artificial Intelligence and Big Data (ICAIBD), 2021, 
pp. 247-252, doi: 10.1109/ICAIBD51990.2021.9458968. 

[2] C. Hodges, S. An, H. Rahmani, & M. Bennamoun. Deep Learning 
for Driverless Vehicles. In V. Balas, S. Roy, D. Sharma, & P. Samui 

(Eds.), Handbook of Deep Learning Applications pp. 83-99. ( Smart 
Innovation, Systems and Technologies; Vol. 136). Springer, 2019 

[3] V. Rausch et al, “Learning a Deep Neural Net Policy for End-to-
End Control of Autonomous Vehicles” American Control Conference, 
Seattle, May 2017. 

[4] S. Jung et al, “Perception, Guidance, and Navigation for Indoor 
Autonomous Drone Racing Using Deep Learning” IEEE Robotics 
and Automation Letters, 2018. 

[5] K. Wu et al, “TDPP-Net: Achieving Three-Dimensional Path 
Planning via a Deep Neural Network Architecture” 
Neurocomputing, vol. 357, pp. 151-162, 2019. 

[6] Z. Bai et al, “Deep Learning Based Motion Planning for 
Autonomous Vehicle Using Spatiotemporal LSTM Network” 
Chinese Automation Congress, 2018. 

http://www.jenrs.com/


  J. Ren et al., The Current Trends of Deep Learning 

www.jenrs.com                           Journal of Engineering Research and Sciences, 1(10): 56-68, 2022  66 
 

[7] K. Saleh, M. Hossny and S. Nahavandi, “Intent Prediction of 
Pedestrians via Motion Trajectories using Stacked Recurrent 
Neural Networks” IEEE Transaction on Intelligent Vehicles,vol. 3, no. 
4, 2018. 

[8] K. Makantasis et al, “Deep Reinforcement -Learning-Based Driving 
Policy for Autonomous Road Vehicles” IET Intelligent Transport 
Systems, 2020. 

[9] K. Zhang et al, “Robot Navigation of Environments with Unknown 
Rough Terrain Using Deep Reinforcement Learning” Proc. IEE Int. 
Symp. Sat. Secur. Rescue Robot., 2018. 

[10] C. Wang et al, “Autonomous Navigation of UAVs in Large-Scale 
Complex Environment: A Deep Reinforcement Learning Approach” 
IEEE Transactions on Vehicle Technology, 2019. 

[11] H. Qie et al, “Joint Optimization of Multi-UAV Target Assignment 
and Path Planning Based on Multi-Agent Reinforcement Learning,” 
IEEE Access, vol. 7, 2019. 

[12] C. Wu et al, “UAV Autonomous Target Search Based on Deep 
Reinforcement Learning in Complex Disaster Scene,” IEEE Access, 
vol. 7, 2019.  

[13] G. -T. Tu and J. -G. Juang, "Path Planning and Obstacle Avoidance 
Based on Reinforcement Learning for UAV Application," 2021 
International Conference on System Science and Engineering 
(ICSSE), 2021, pp. 352-355, doi: 10.1109/ICSSE52999.2021.9537945.  

[14] H. Zhai, W. Wang, W. Zhang and Q. Li, "Path Planning Algorithms 
for USVs via Deep Reinforcement Learning," 2021 China 
Automation Congress (CAC), 2021, pp. 4281-4286, doi: 
10.1109/CAC53003.2021.9728038. 

[15] Q. Liu, L. Shi, L. Sun, J. Li, M. Ding and F. Shu, "Path Planning for 
UAV-Mounted Mobile Edge Computing With Deep Reinforcement 
Learning," in IEEE Transactions on Vehicular Technology, vol. 69, 
no. 5, pp. 5723-5728, May 2020, doi: 10.1109/TVT.2020.2982508. 

[16] L. Wang, K. Wang, C. Pan, W. Xu, N. Aslam and L. Hanzo, "Multi-
Agent Deep Reinforcement Learning-Based Trajectory Planning 
for Multi-UAV Assisted Mobile Edge Computing," in IEEE 
Transactions on Cognitive Communications and Networking, vol. 
7, no. 1, pp. 73-84, March 2021, doi: 10.1109/TCCN.2020.3027695. 

[17] J. Tang, J. Song, J. Ou, J. Luo, X. Zhang and K. -K. Wong, "Minimum 
Throughput Maximization for Multi-UAV Enabled WPCN: A 
Deep Reinforcement Learning Method," in IEEE Access, vol. 8, pp. 
9124-9132, 2020, doi: 10.1109/ACCESS.2020.2964042. 

[18] C. Chen, J. Jiang, N. Lv and S. Li, "An Intelligent Path Planning 
Scheme of Autonomous Vehicles Platoon Using Deep 
Reinforcement Learning on Network Edge," in IEEE Access, vol. 8, 
pp. 99059-99069, 2020, doi: 10.1109/ACCESS.2020.2998015. 

[19] E. Arnold, O.Y. Al-Jarrah, M. Dianati, S. Fallah, D. Oxtoby, and A. 
Mouzakitis. “A Survey on 3D Object Detection Methods for 
Autonomous Driving Applications,” IEEE Trans. Intell. Transp. 
Syst., vol. 20, no. 10, Oct. 2019. 

[20] V. Ravi Kumar et al., "SVDistNet: Self-Supervised Near-Field 
Distance Estimation on Surround View Fisheye Cameras," in IEEE 
Transactions on Intelligent Transportation Systems, vol. 23, no. 8, 
pp. 10252-10261, Aug. 2022, doi: 10.1109/TITS.2021.3088950. 

[21] N.Kosaka andG.Ohashi, "Vision-based night-time vehicle 
detection using CenSurE and SVM," IEEE Trans. Intell. Transp. Syst., 
vol. 16, no. 5, pp. 2599–2608, 2015. 

[22] D. A. Yudina, A. Skrynnikb, A. Krishtopika, I. Belkina, and A. I. 
Panova, “Object Detection with Deep Neural Networks for 
Reinforcement Learning in the Task of Autonomous Vehicles Path 
Planning at the Intersection,” Optical Memory and Neural Networks 
(Information Optics), vol. 28, no. 4, p 283-295, 2019. 

[23] J. Wang, and L. Zhou “Traffic Light Recognition With High 
Dynamic Range Imaging and  Deep Learning,” IEEE Trans. 
Intell. Transp. Syst, vol. 20, no. 4, Apr. 2019.  

[24] H. Kim, J. H. Park, and H. Y. Jung, “An Efficient Color Space for 
Deep-Learning Based Traffic Light Recognition,” Journal of 
Advanced Transportation, Dec. 2018.  

[25] Z. Chen, and X. Huang, “Pedestrian Detection for Autonomous 
Vehicle Using Multi-Spectral Cameras,” IEEE Transactions on 
Intelligent Vehicles, vol. 4, No. 2, Jun. 2019. 

[26] A. Amanatiadis, E. Karakasis, L. Bampis, S. Ploumpis, and A. 
Gasteratos, “ViPED: On-road vehicle passenger detection for 
autonomous vehicles,” Robotics and Autonomous Systems, Dec. 2018. 

[27] Y. Li et al., "A Deep Learning-Based Hybrid Framework for Object 
Detection and Recognition in Autonomous Driving," in IEEE 
Access, vol. 8, pp. 194228-194239, 2020, doi: 
10.1109/ACCESS.2020.3033289. 

[28] X. Liu, and Z. Deng, “Segmentation of Drivable Road Using Deep 
Fully Convolutional Residual Network with Pyramid Pooling,” 
Cognitive Computation, Nov. 2017. 

[29] D. K. Dewangan and S. P. Sahu, "Deep Learning-Based Speed 
Bump Detection Model for Intelligent Vehicle System Using 
Raspberry Pi," in IEEE Sensors Journal, vol. 21, no. 3, pp. 3570-3578, 
1 Feb.1, 2021, doi: 10.1109/JSEN.2020.3027097. 

[30] A. Dhiman and R. Klette, "Pothole Detection Using Computer 
Vision and Learning," in IEEE Transactions on Intelligent 
Transportation Systems, vol. 21, no. 8, pp. 3536-3550, Aug. 2020, 
doi: 10.1109/TITS.2019.2931297.  

[31] R. Xu, Y. Chen, X. Chen and S. Chen, "Deep learning based vehicle 
violation detection system," 2021 6th International Conference on 
Intelligent Computing and Signal Processing (ICSP), 2021, pp. 796-
799, doi: 10.1109/ICSP51882.2021.9408935.  

[32] Y. Wang, H. Tan, Y. Wu and J. Peng, "Hybrid Electric Vehicle 
Energy Management With Computer Vision and Deep 
Reinforcement Learning," in IEEE Transactions on Industrial 
Informatics, vol. 17, no. 6, pp. 3857-3868, June 2021, doi: 
10.1109/TII.2020.3015748. 

[33] X. Tang, J. Chen, K. Yang, M. Toyoda, T. Liu and X. Hu, "Visual 
Detection and Deep Reinforcement Learning-Based Car Following 
and Energy Management for Hybrid Electric Vehicles," in IEEE 
Transactions on Transportation Electrification, vol. 8, no. 2, pp. 
2501-2515, June 2022, doi: 10.1109/TTE.2022.3141780. 

[34] Y. Zhang et al., "Improved Short-Term Speed Prediction Using 
Spatiotemporal-Vision-Based Deep Neural Network for Intelligent 
Fuel Cell Vehicles," in IEEE Transactions on Industrial Informatics, 
vol. 17, no. 9, pp. 6004-6013, Sept. 2021, doi: 
10.1109/TII.2020.3033980. 

[35] H. Unlu et al, “Sliding-Window Temporal Attention Based Deep 
Learning System for Robust Sensor Modality Fusion for UGV 
Navigation,” IEEE Robotics and Automation Letters, vol. 4, no. 4, 2019.  

[36] F. Nobis et al, “A Deep Learning-Based Radar and Camera Sensor 
Fusion Architectur for Object Detection,” Sensor Data Fusion: Trends, 
Solutions, Applications,2019. 

[37] X. Du et al, “Car Detection for Autonomous Vehicle: LIDAR and 
Vision Fusion Approach through Deep Learning Framework,” 
International Conference on Intelligent Robots and Systems, 2017.  

[38] C. Luca et al, “Lidar-Camera Fusion for Road Detection Using Fully 
Convolutional Neural Networks,” Robotics and Autonomous Systems, 
vol. 111, 2019.  

[39] H. Liu and D. M. Blough, "MultiVTrain: Collaborative Multi-View 
Active Learning for Segmentation in Connected Vehicles," 2021 
IEEE 18th International Conference on Mobile Ad Hoc and Smart 
Systems (MASS), 2021, pp. 428-436, doi: 
10.1109/MASS52906.2021.00060. 

[40] A. Alireza et al, “Multimodal Vehicle Detection: Fusing 3D-LIDAR 
and Color Camera Data,” Pattern Recognition Letters, vol. 115, 2018. 

[41] K. Geng et al, “Low-Observable Targets Detection for Autonomous 
Vehicles Based on Dual-Modal Sensor Fusion with Deep Learning 
Approach,” Proceedings of the Institutiion of Mechanical Engineers, 
Part D: Journal of Automobile Engineering, 2019. 

[42] J. Nie, J. Yan, H. Yin, L. Ren and Q. Meng, "A Multimodality Fusion 
Deep Neural Network and Safety Test Strategy for Intelligent 
Vehicles," in IEEE Transactions on Intelligent Vehicles, vol. 6, no. 2, 
pp. 310-322, June 2021, doi: 10.1109/TIV.2020.3027319. 

[43] Z. Xiao et al, “Multimedia Fusion at Semantic Level in Vehicle 
Cooperative Perception,” IEEE International Conference on 
Multimedia & Expo Workshops, 2018. 

[44] P. Wang, W. Hao and Y. Jin, "Fine-Grained Traffic Flow Prediction 
of Various Vehicle Types via Fusion of Multisource Data and Deep 

http://www.jenrs.com/


  J. Ren et al., The Current Trends of Deep Learning 

www.jenrs.com                           Journal of Engineering Research and Sciences, 1(10): 56-68, 2022  67 
 

Learning Approaches," in IEEE Transactions on Intelligent 
Transportation Systems, vol. 22, no. 11, pp. 6921-6930, Nov. 2021, 
doi: 10.1109/TITS.2020.2997412. 

[45] P. Li, M. Abdel-Aty, Q. Cai and Z. Islam, "A Deep Learning 
Approach to Detect Real-Time Vehicle Maneuvers Based on 
Smartphone Sensors," in IEEE Transactions on Intelligent 
Transportation Systems, vol. 23, no. 4, pp. 3148-3157, April 2022, 
doi: 10.1109/TITS.2020.3032055. 

[46] Z. Chen, C. Jiang, S. Xiang, J. Ding, M. Wu and X. Li, "Smartphone 
Sensor-Based Human Activity Recognition Using Feature Fusion 
and Maximum Full a Posteriori," in IEEE Transactions on 
Instrumentation and Measurement, vol. 69, no. 7, pp. 3992-4001, 
July 2020, doi: 10.1109/TIM.2019.2945467. 

[47] A. Narayanan, A. Siravuru and B. Dariush, “Gated Recurrent 
Fusion to Learn Driving Behavior from Temporal Multimodal 
Data,” IEEE Robotics and Automation Letters, vol. 5, no. 2, 2020. 

[48] Z. Huang, C. Lv, Y. Xing and J. Wu, "Multi-Modal Sensor Fusion-
Based Deep Neural Network for End-to-End Autonomous Driving 
With Scene Understanding," in IEEE Sensors Journal, vol. 21, no. 
10, pp. 11781-11790, 15 May15, 2021, doi: 
10.1109/JSEN.2020.3003121. 

[49] Z. Xiong, Z. Cai, Q. Han, A. Alrawais and W. Li, "ADGAN: Protect 
Your Location Privacy in Camera Data of Auto-Driving Vehicles," 
in IEEE Transactions on Industrial Informatics, vol. 17, no. 9, pp. 
6200-6210, Sept. 2021, doi: 10.1109/TII.2020.3032352. 

[50] M. Yang, Y. He and J. Qiao, "Federated Learning-Based Privacy-
Preserving and Security: Survey," 2021 Computing, 
Communications and IoT Applications (ComComAp), 2021, pp. 
312-317, doi: 10.1109/ComComAp53641.2021.9653016. 

[51] M. A. Ferrag, O. Friha, L. Maglaras, H. Janicke and L. Shu, 
"Federated Deep Learning for Cyber Security in the Internet of 
Things: Concepts, Applications, and Experimental Analysis," in 
IEEE Access, vol. 9, pp. 138509-138542, 2021, doi: 
10.1109/ACCESS.2021.3118642. 

[52] Y. Wang, Z. Su, N. Zhang and A. Benslimane, "Learning in the Air: 
Secure Federated Learning for UAV-Assisted Crowdsensing," in 
IEEE Transactions on Network Science and Engineering, vol. 8, no. 
2, pp. 1055-1069, 1 April-June 2021, doi: 
10.1109/TNSE.2020.3014385. 

[53] Q. Kong et al., "Privacy-Preserving Aggregation for Federated 
Learning-Based Navigation in Vehicular Fog," in IEEE 
Transactions on Industrial Informatics, vol. 17, no. 12, pp. 8453-
8463, Dec. 2021, doi: 10.1109/TII.2021.3075683. 

[54] S. Lu, Y. Yao and W. Shi, "CLONE: Collaborative Learning on the 
Edges," in IEEE Internet of Things Journal, vol. 8, no. 13, pp. 10222-
10236, 1 July1, 2021, doi: 10.1109/JIOT.2020.3030278. 

[55] W. Y. B. Lim et al., "Towards Federated Learning in UAV-Enabled 
Internet of Vehicles: A Multi-Dimensional Contract-Matching 
Approach," in IEEE Transactions on Intelligent Transportation 
Systems, vol. 22, no. 8, pp. 5140-5154, Aug. 2021, doi: 
10.1109/TITS.2021.3056341 

[56] Y. Lu, X. Huang, K. Zhang, S. Maharjan and Y. Zhang, "Blockchain 
Empowered Asynchronous Federated Learning for Secure Data 
Sharing in Internet of Vehicles," in IEEE Transactions on Vehicular 
Technology, vol. 69, no. 4, pp. 4298-4311, April 2020, doi: 
10.1109/TVT.2020.2973651. 

[57] P. Kumar, R. Kumar, G. P. Gupta and R. Tripathi, "BDEdge: 
Blockchain and Deep-Learning for Secure Edge-Envisioned Green 
CAVs," in IEEE Transactions on Green Communications and 
Networking, vol. 6, no. 3, pp. 1330-1339, Sept. 2022, doi: 
10.1109/TGCN.2022.3165692. 

[58] J. J. Q. Yu, "Sybil Attack Identification for Crowdsourced 
Navigation: A Self-Supervised Deep Learning Approach," in IEEE 
Transactions on Intelligent Transportation Systems, vol. 22, no. 7, 
pp. 4622-4634, July 2021, doi: 10.1109/TITS.2020.3036085. 

[59] W. Jiang, H. Li, S. Liu, X. Luo and R. Lu, "Poisoning and Evasion 
Attacks Against Deep Learning Algorithms in Autonomous 
Vehicles," in IEEE Transactions on Vehicular Technology, vol. 69, 
no. 4, pp. 4439-4449, April 2020, doi: 10.1109/TVT.2020.2977378. 

[60] C. Song et al., "MAT: A Multi-strength Adversarial Training 
Method to Mitigate Adversarial Attacks," 2018 IEEE Computer 
Society Annual Symposium on VLSI (ISVLSI), 2018, pp. 476-481, 
doi: 10.1109/ISVLSI.2018.00092. 

[61] M. Zhao et al, “Deep Residual Networks with Dynamically 
Weighted Wavelet Coefficients for Fault Diagnosis of Planetary 
Gearboxes,” IEEE Transactions on Industrial Electronics, vol. 65, no. 
5, 2018. 

[62] Z. He et al, “Improved Deep Transfer Auto-encoder for Fault 
Diagnosis of Gearbox under Variable Working Conditions with 
Small Training Samples,” IEEE Access, vol. 7, 2019. 

[63] K. Kim et al, “A Deep Learning Part-Diagnosis Platform (DLPP) 
Based on an in-Vehicle on-Board Gateway for an Autonomous 
Vehicle,” KSII Transactions on Internet and Information Systems, vol. 
13, no. 8, 2019. 

[64] Y. Jeong et al, “An Integrated Self-Diagnosis System for an 
Autonomous Vehicle Based on an IoT Gateway and Deep 
Learning,” Applied Science, 2018. 

[65] Y. Liu et al, “MRD-Nets: Multi-Scale Residual Networks w. Dilated 
Convolutions for Classification and Clustering Analysis of 
Spacecraft Electrical Signal,” IEEE Access, vol. 7, 2019. 

[66] P. Wolf et al, “Pre-ignition Detection Using Deep Neural Networks: 
A Step Towards Dat-Driven Automotive Diagnostics,” 
International Conferernce on Intelligent Transportation Systems, 2018. 

[67] M. Olyael et al, “Fault Detection and Identification on UAV System 
with CITFA Algorithm Based on Deep Learning,” Iranian 
Conference on Electrical Engineering, 2018. 

[68] H. -J. Lee, K. -T. Kim, J. -H. Park, G. Bere, J. J. Ochoa and T. Kim, 
"Convolutional Neural Network-Based False Battery Data 
Detection and Classification for Battery Energy Storage Systems," 
in IEEE Transactions on Energy Conversion, vol. 36, no. 4, pp. 3108-
3117, Dec. 2021, doi: 10.1109/TEC.2021.3061493. 

[69] H. Moinul et al, “Deep Learning Based Micro-Grid Fault Detection 
and Classification in Future Smart Vehicle,” IEEE Transportation 
and Electrification Conference and Expo, 2018. 

[70] J. Fu et al, “A Hybrid CNN-LSTM Model Based Actuator Fault 
Diagnosis for Six-Rotor UAVs,” Chinese Control and Decision 
Conference, 2019.  

[71] B. Wang, X. Peng, M. Jiang and D. Liu, "Real-Time Fault Detection 
for UAV Based on Model Acceleration Engine," in IEEE 
Transactions on Instrumentation and Measurement, vol. 69, no. 12, 
pp. 9505-9516, Dec. 2020, doi: 10.1109/TIM.2020.3001659. 

[72] S. Zou, W. Zhao, C. Wang and F. Chen, "Fault Detection Strategy 
of Vehicle Wheel Angle Signal via Long Short-Term Memory 
Network and Improved Sequential Probability Ratio Test," in IEEE 
Sensors Journal, vol. 21, no. 15, pp. 17290-17299, 1 Aug.1, 2021, doi: 
10.1109/JSEN.2021.3079118. 

[73] F. van Wyk, Y. Wang, A. Khojandi and N. Masoud, "Real-Time 
Sensor Anomaly Detection and Identification in Automated 
Vehicles," in IEEE Transactions on Intelligent Transportation 
Systems, vol. 21, no. 3, pp. 1264-1276, March 2020, doi: 
10.1109/TITS.2019.2906038. 

[74] G. Raja, K. Kottursamy, K. Dev, R. Narayanan, A. Raja and K. B. V. 
Karthik, "Blockchain-Integrated Multiagent Deep Reinforcement 
Learning for Securing Cooperative Adaptive Cruise Control," in 
IEEE Transactions on Intelligent Transportation Systems, vol. 23, 
no. 7, pp. 9630-9639, July 2022, doi: 10.1109/TITS.2022.3168486. 

[75] B. G. Maciel-Pearson et al, “Multi-Task Regression-Based Learning 
for Autonomous Unmanned Aerial Vehicle Flight Control within 
Unstructured Outdoor Environment,” IEEE Robotics and 
Automation Letters, vol. 4, no. 4, 2019. 

[76] M. K. Al-Sharman et al, “Deep-Learning-Based Neural Network 
Training for State Estimation Enhancement: Application to 
Attitude Estimation,” IEEE Transactions on Instrumentation and 
Measurement, vol. 69, issue 1, 2020. 

[77] Y. Kang et al, “Deep Convolutional Identifier for Dynamic 
Modeling and Adaptive Control of Unmanned Helicopter,” IEEE 
Transactions on Neural Networks and Learning Systems, vol. 30, no. 2, 
2019. 

http://www.jenrs.com/


  J. Ren et al., The Current Trends of Deep Learning 

www.jenrs.com                           Journal of Engineering Research and Sciences, 1(10): 56-68, 2022  68 
 

[78] Y. Li et al, “Compensating Delays and Noises in Motion Control of 
Autonomous Electric Vehicles by Using Deep Learning and 
Unscented Kalman Predictor,” IEEE Transactions on Systems, Man 
and Cybernetics, 2018. 

[79] P. Drews et al, “Vision-Based High-Speed Driving with a Deep 
Dynamic Observer,” IEEE Robotics and Automation Letters, vol. 4, no. 
2, 2019. 

[80] Q. Zhang et al, “Deep Interactive Reinforcement Learning for Path 
Following of Autonomous Underwater Vehicle,” IEEE Access, 2020. 

[81] I. Carlucho et al, “Adaptive Low-Level Control of Autonomous 
Underwater  Vehicles Using Deep Reinforcement Learning,” 
Robotics and Autonomous Systems, 2018. 

[82] Y. Shang and W. Qiao, "Intelligent driving trajectory tracking 
control algorithm based on deep learning," 2021 IEEE 4th 
International Conference on Automation, Electronics and Electrical 
Engineering (AUTEEE), 2021, pp. 618-621, doi: 
10.1109/AUTEEE52864.2021.9668724. 

[83] S. Sharma, G. Tewolde and J. Kwon, “Lateral and Longitudinal 
Motion Control of Autonomous Vehicles Using Deep Learning,” 
IEEE International Conference on Electro Information Technology, 2019. 

[84] S. Yang et al, “Scene Understanding in Deep Learning-based End-
to-End Controllers for Autonomous Vehicles,” IEEE Transaction on 
Systems, Man, and Cybernetics, vol. 49, no. 1, 2019. 

[85] J. Zhu et al, “Hierarchical Decision and Control for Continuous 
Multitarget Problem: Policy Evaluation with Action Delay,” IEEE 
Transactions on Neural Networks and Learning Systems, vol. 30, no. 2, 
2019. 

[86] Q. Chen, W. Zhao, L. Li, C. Wang and F. Chen, "ES-DQN: A 
Learning Method for Vehicle Intelligent Speed Control Strategy 
Under Uncertain Cut-In Scenario," in IEEE Transactions on 
Vehicular Technology, vol. 71, no. 3, pp. 2472-2484, March 2022, 
doi: 10.1109/TVT.2022.3143840. 

[87] H. Iwasaki and A. Okuyama, "Development of a Reference Signal 
Self-Organizing Control System Based on Deep Reinforcement 
Learning," 2021 IEEE International Conference on Mechatronics 
(ICM), 2021, pp. 1-5, doi: 10.1109/ICM46511.2021.9385676. 

[88] T. Chu, J. Wang, L. Codecà and Z. Li, "Multi-Agent Deep 
Reinforcement Learning for Large-Scale Traffic Signal Control," in 
IEEE Transactions on Intelligent Transportation Systems, vol. 21, 
no. 3, pp. 1086-1095, March 2020, doi: 10.1109/TITS.2019.2901791. 

[89] A. Boukerche, D. Zhong and P. Sun, "FECO: An Efficient Deep 
Reinforcement Learning-Based Fuel-Economic Traffic Signal 
Control Scheme," in IEEE Transactions on Sustainable Computing, 
vol. 7, no. 1, pp. 144-156, 1 Jan.-March 2022, doi: 
10.1109/TSUSC.2021.3138926. 

[90] Q. Yang, G. Wang, A. Sadeghi, G. B. Giannakis and J. Sun, "Two-
Timescale Voltage Control in Distribution Grids Using Deep 
Reinforcement Learning," in IEEE Transactions on Smart Grid, vol. 
11, no. 3, pp. 2313-2323, May 2020, doi: 10.1109/TSG.2019.2951769. 

[91] J. Duan et al., "Deep-Reinforcement-Learning-Based Autonomous 
Voltage Control for Power Grid Operations," in IEEE Transactions 
on Power Systems, vol. 35, no. 1, pp. 814-817, Jan. 2020, doi: 
10.1109/TPWRS.2019.2941134. 

[92] S. Kumari, K. K. Srinivas and P. Kumar, "Channel and Carrier 
Frequency Offset Equalization for OFDM Based UAV 
Communications Using Deep Learning," in IEEE Communications 
Letters, vol. 25, no. 3, pp. 850-853, March 2021, doi: 
10.1109/LCOMM.2020.3036493. 

[93] C. H. Liu, Z. Chen, J. Tang, J. Xu and C. Piao, "Energy-Efficient 
UAV Control for Effective and Fair Communication Coverage: A 
Deep Reinforcement Learning Approach," in IEEE Journal on 
Selected Areas in Communications, vol. 36, no. 9, pp. 2059-2070, 
Sept. 2018, doi: 10.1109/JSAC.2018.2864373. 

[94] C. Wang, D. Deng, L. Xu and W. Wang, "Resource Scheduling 
Based on Deep Reinforcement Learning in UAV Assisted 
Emergency Communication Networks," in IEEE Transactions on 
Communications, vol. 70, no. 6, pp. 3834-3848, June 2022, doi: 
10.1109/TCOMM.2022.3170458. 

[95] M. Fadda, M. Murroni and V. Popescu, "Interference Issues for 
VANET Communications in the TVWS in Urban Environments," in 
IEEE Transactions on Vehicular Technology, vol. 65, no. 7, pp. 
4952-4958, July 2016, doi: 10.1109/TVT.2015.2453633. 

[96] X. Zhang, M. Peng, S. Yan and Y. Sun, "Deep-Reinforcement-
Learning-Based Mode Selection and Resource Allocation for 
Cellular V2X Communications," in IEEE Internet of Things Journal, 
vol. 7, no. 7, pp. 6380-6391, July 2020, doi: 
10.1109/JIOT.2019.2962715. 

[97] O. S. Oubbati, M. Atiquzzaman, A. Baz, H. Alhakami and J. Ben-
Othman, "Dispatch of UAVs for Urban Vehicular Networks: A 
Deep Reinforcement Learning Approach," in IEEE Transactions on 
Vehicular Technology, vol. 70, no. 12, pp. 13174-13189, Dec. 2021, 
doi: 10.1109/TVT.2021.3119070. 

[98] U. Challita, W. Saad and C. Bettstetter, "Interference Management 
for Cellular-Connected UAVs: A Deep Reinforcement Learning 
Approach," in IEEE Transactions on Wireless Communications, 
vol. 18, no. 4, pp. 2125-2140, April 2019, doi: 
10.1109/TWC.2019.2900035. 

[99] G. Cui, Y. Long, L. Xu and W. Wang, "Joint Offloading and 
Resource Allocation for Satellite Assisted Vehicle-to-Vehicle 
Communication," in IEEE Systems Journal, vol. 15, no. 3, pp. 3958-
3969, Sept. 2021, doi: 10.1109/JSYST.2020.3017710. 

[100] T. Yang, J. Li, H. Feng, N. Cheng and W. Guan, "A Novel 
Transmission Scheduling Based on Deep Reinforcement Learning 
in Software-Defined Maritime Communication Networks," in IEEE 
Transactions on Cognitive Communications and Networking, vol. 
5, no. 4, pp. 1155-1166, Dec. 2019, doi: 10.1109/TCCN.2019.2939813. 

 
Copyright: This article is an open access article 
distributed under the terms and conditions of the 
Creative Commons Attribution (CC BY-SA) license 
(https://creativecommons.org/licenses/by-sa/4.0/).  
 
RAYMOND NING HUANG is currently pursing a bachelor's degree in 
Mechanical Engineering at the University of Toronto. His research 
interests include deep learning and robotics.  
 
JING REN has done her bachelor's degree from Shandong University in 
1993. She has done her master’s degree from Western University in 2003. 
She has completed her PhD degree in Robotics from Western University 
in 2005. Dr. Ren is an associate professor in the Faculty of Engineering 
and Applies Science at Ontario Tech University. Her research interests 
include deep learning, image processing and robotics. She is a recipient 
of University Faculty Award in 2006. 
 
HOSSAM A. GABBAR obtained his B.Sc. degree in 1988 with first class 
of honor from the Faculty of Engineering, Alexandria University 
(Egypt). In 2001, he obtained his Ph.D. degree from Okayama University 
(Japan). Dr. Gabbar is a full Professor in the Faculty of Energy Systems 
and Nuclear Science, and cross appointed in the Faculty of Engineering 
and Applied Science, at Ontario Tech University (UOIT), where he has 
established the Energy Safety and Control Lab (ESCL), Smart Energy 
Systems Lab, and Advanced Plasma Engineering Lab. He is the recipient 
of the Senior Research Excellence Aware for 2016, UOIT. He is 
recognized among the top 2% of worldwide scientists with high citation 
in the area of energy. He is a Distinguished Lecturer of IEEE NPSS. He 
is leading national and international research in the areas of smart 
energy grids, energy safety and control systems, and waste to energy 
using advanced plasma technologies. From 2001 till 2004, he joined 
Tokyo Institute of Technology (Japan), as a research associate. From 2004 
till 2008, he joined Okayama University (Japan) as an Associate 
Professor, in the Division of Industrial Innovation Sciences. From 2007 
till 2008, he was a Visiting Professor at the University of Toronto. He 
also worked as process control, safety, and automation specialist in 
energy and oil & gas industries. Dr. Gabbar has more than 230 
publications, including patents, books / chapters, journal and conference 
papers. 

http://www.jenrs.com/
https://creativecommons.org/licenses/by-sa/4.0/


Special Issue on Multidisciplinary Sciences and Advanced Technology

Received: 15 August, 2022, Revised: 10 October 2022, Accepted: 18 October, 2022, Online: 31 October, 2022

DOI: https://dx.doi.org/10.55708/js0110009

Fast Labeled Spanning Tree in Binary Irregular Graph Pyramids
Majid Banaeyan∗,1 , Walter G. Kropatsch1

1Pattern Recognition and Image Processing Group, Institute of Visual Computing and Human-Centered Technology, TU Wien, Vienna, Austria
∗Corresponding author: Majid Banaeyan, 1040 Wien, Favoritenstr. 9/5, E193-03, Vienna, Austria, +43 (1) 58801 - 18667 & majid@prip.tuwien.ac.at

ABSTRACT: Irregular Pyramids are powerful hierarchical structures in pattern recognition and image
processing. They have high potential of parallel processing that makes them useful in processing of a
huge amount of digital data generated every day. This paper presents a fast method for constructing an
irregular pyramid over a binary image where the size of the images is more than 2000 in each of 2/3
dimensions. Selecting the contraction kernels (CKs) as the main task in constructing the pyramid is
investigated. It is shown that the proposed fast labeled spanning tree (FLST) computes the equivalent
contraction kernels (ECKs) in only two steps. To this purpose, first, edges of the corresponding
neighborhood graph of the binary input image are classified. Second, by using a total order an efficient
function is defined to select the CKs. By defining the redundant edges, further edge classification is
performed to partition all the edges in each level of the pyramid. Finally, two important applications
are presented : connected component labeling (CCL) and distance transform (DT) with lower parallel
complexity 𝒪(𝑙𝑜𝑔(𝛿)) where the 𝛿 is the diameter of the largest connected component in the image.

KEYWORDS Spanning Tree, Irregular Pyramid, Total Order, Parallel Processing

1. Introduction

Pyramids are important structures in pattern recognition
and image processing. They were invented [1] as ordered
collection of images at multiple resolutions that are able to
process high resolution data at lower resolution and prop-
agating the local information into global and abstracted
information at higher levels [2]. In [3], the authors states
that the pyramid is a general model for human problem
solving where a massively parallel processing must be ac-
complished in order to recognizing a complex scene (like a
busy street) in the blink of an eye [4, 5].

Motivated by a biological point of view, this paper intro-
duces a fast method to construct the pyramidal structure of
a given 2D binary image in a fully parallel scheme. Using
the built pyramid, fundamental operations in analysing
the binary images can be performed with lower complex-
ity: Connected Component Labeling (CCL) and Distance
Transform (DT). In particular, the current research is an
extension of the previous work [6] that computes connected
components (CCs) with the help of the pyramid. Propagat-
ing the labels in [6] is performed in linear time, hence the
parallel complexity at the worst case is 𝒪(𝛿) where 𝛿 is the
diameter of the largest CC in the image. In contrast, this
paper mathematically proves that the parallel complexity is
decreased to 𝒪(𝑙𝑜𝑔(𝛿)).

The paper is organized as follows. Sec. 1 gives a short
overview of the theoretical background of image pyramids,
graph pyramids and different graph representations. The
classification of edges is defined in Sec. 2. Selecting the
contraction kernels as the main step in constructing the
irregular pyramid is completely described in Sec. 3. To this

aim, the concept of redundant edges is covered by detail. The
proposed fast labeled spanning tree (FLST) is defined in
Sec. 4. Two main applications are presented in Sec. 5. The
last section, provides a conclusion and considerations for
future research.

1.1. Image Pyramids

Image Pyramids consist of a series of successively reduced
images produced from a high resolution base image [2].
Generally, two types of the pyramids, namely regular and
irregular pyramids exist. In regular pyramids [7] the resolu-
tion is decreased in regular steps and therefore the size of
the pyramid is fixed. On the contrary, in irregular pyramids
[8, 9] the size of the pyramid is not fixed and it is adapted
to the image data. In addition, unlike the regular ones, the
irregular pyramids are shift- and rotation-invariant which
make them useful to use in a variety of tasks, in particular
image segmentation [10, 11].

It should be noticed that the irregular image pyramid
is interpreted as the irregular graph pyramid when its
pixels and the neighborhood relations between adjacent
pixels correspond to the vertices and the edges of the graph,
respectively.

1.2. Irregular Graph Pyramids

Irregular pyramids are a stack of successively reduced
graphs where each graph is constructed from the graph
below by selecting a specific subset of vertices and edges.
For generation of irregular pyramids, two basic operations
on graphs are needed: edge contraction and edge removal.
The former contracts an edge connecting two vertices, and
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the two vertices are joined into one. All edges that were
incident to the joined vertices will be incident to the result-
ing vertex after the operation. The latter removes an edge
from the graph, without changing the number of vertices or
affecting the incidence relationships of other edges.

In each level of the pyramid, the vertices/edges which
disappear in a level above are called non-surviving ver-
tices/edges. Those vertices/edges which appear in the
upper level are called surviving vertices/edges. Consider
𝐺 = (𝑉, 𝐸) as the neighborhood graph of an image 𝑃 where
𝑉 corresponds to the vertex set and 𝐸 corresponds to the
edge set. The vertex 𝑣 ∈ 𝑉 associates with the pixels in
image 𝑃 and the edge 𝑒 ∈ 𝐸 connects the corresponding
adjacent vertices. Let the gray-value of vertex 𝑔(𝑣) = 𝑔(𝑝)
where 𝑝 ∈ 𝑃 is a pixel in the image corresponding to vertex
𝑣. Consider 𝑐𝑜𝑛𝑡𝑟𝑎𝑠𝑡(𝑒) as an attribute of an edge 𝑒(𝑢, 𝑣)
where 𝑢, 𝑣 ∈ 𝑉 and 𝑐𝑜𝑛𝑡𝑟𝑎𝑠𝑡(𝑒) = |𝑔(𝑢) − 𝑔(𝑣)| in the base
level. Since we are working with binary images only, the
vertices have either of the two values 0 and 1. Similarly the
contrast of an edge is either 0 or 1.

Definition 1 (Contraction Kernel (CK)). A CK is a tree con-
sisting of a surviving vertex as its root and some non-surviving
neighbors with the constraint that every non-survivor can be part
of only one CK.

An edge of a CK is denoted by the directed edge and
points towards the survivor.
In this paper, the 4-connectivity between pixels of the input
image is assumed. The reason is that the 8-connectivity
would not be a plane graph [12]. A plane graph is a graph
embedded in the plane such that its edges intersect only at
their endpoints [13]. In a plane graph there are connected
spaces between edges and vertices and every such connected
area of the plane is called a face. The degree of the face is
the number of edges bounding the face. In addition a face
bounded by a cycle is called an empty face. In a non-empty
face, traversing the boundary would require to visit vertices
or edges twice [12].
An empty face consisting only one edge is called an empty
self-loop. Consider an empty face of degree 2: it contains
two edges that have the same endpoints. These parallel
edges are called multiple edges. The multiple edges mean
edges between the same endpoints, i.e. for example edges
𝑒𝑢1 ,𝑣1 ≠ 𝑒𝑢2 ,𝑣2 ≠ 𝑒𝑢3 ,𝑣3 where 𝑢1 = 𝑢2 = 𝑢3 and 𝑣1 = 𝑣2 = 𝑣3.

1.3. Graph Representation

Graphs as a versatile representative tool are common in the
representation of the irregular pyramid. There are different
graph representations such as a simple graph, a dual graph
and a combinatorial map.

A simple graph [14] 𝐺 = (𝑉, 𝐸) consists of a set of ver-
tices 𝑉 and of edges 𝐸 without self-loops and multiple edges
between pairs of vertices. The relationships between dif-
ferent regions can be represented by the region adjacency
graph (RAG). Although plane simple graphs are a common
model for the RAG they cannot distinguish between different
topological configurations, namely inclusion and multiple
adjacency relationships (multi-boundaries) of regions [14].

A dual graph model encodes multiple boundaries be-
tween regions in a non-simple graph. The problem with

dual graphs [9] is that they cannot unambiguously repre-
sent a region enclosed in another one on a local level [14].
Therefore, in this paper the combinatorial map (CM), as a
planar embedding of a RAG, is used. It not only solves the
mentioned problems but also provides an efficient structure
to preserve topological relations between regions while it
can be extended to higher dimensions (nD).

1.4. Combinatorial Pyramid

A combinatorial pyramid [15] is a hierarchy of successively
reduced combinatorial maps. A combinatorial map (CM)
is similar to a graph but explicitly stores the orientation of
edges around each vertex. The 2D combinatorial map (𝐺)
is defined by a triple 𝐺 = (𝐷, 𝛼, 𝜎) where the D is a finite
set of darts [14]. A dart is defined as a half edge and it is
the fundamental element in the CM’s structure. The 𝛼 is an
involution on the set D and it provides a one-to-one mapping
between consecutive darts forming the same edge such that
𝛼(𝛼(𝑑)) = 𝑑. The 𝜎 is a permutation on the set D and encodes
consecutive darts around the same vertex while turning
counterclockwise [16]. Note that the clockwise orientation
is denoted by 𝜎−1.

Fig. 1a shows a set adjacent darts with their 𝜎 and 𝛼
encoding. Note that the edge 𝑒 between two vertices 𝑢 and
𝑣 is denoted by 𝑒 = (𝑑, 𝛼(𝑑)). The 𝑢, 𝑣 ∈ 𝑉 and the 𝑒 ∈ 𝐸
where the 𝑉 and 𝐸 are the set of vertices and edges of the
graph 𝐺 = (𝑉, 𝐸), respectively.
The removal and the contraction operations in the combina-
torial pyramid is defined as follows:
Definition 2 (Removal operation). The removal operation re-
moves one edge, 𝐺\{𝑒}, while it modifies the adjacent darts such
that:

𝜎(𝜎−1(𝑑)) = 𝜎(𝑑), 𝜎(𝜎−1(𝛼(𝑑))) = 𝜎(𝛼(𝑑)) (1)

Definition 3 (Contraction operation). The contraction oper-
ation removes one edge, 𝐺/{𝑒}, and collapses its two endpoints
and modifies the adjacent darts such that:

𝜎(𝜎−1(𝑑)) = 𝜎(𝛼(𝑑)), 𝜎(𝜎−1(𝛼(𝑑))) = 𝜎(𝑑) (2)

Fig. 1b and Fig. 1c illustrate the removal and contraction
operations in the combinatorial map. Note that the con-
traction operation does not disconnect the graph, and thus
preserves connectivity [8].

2. Edge Classification in a Binary Image Graph

Let neighborhood graph 𝐺 = (𝑉, 𝐸) be the undirected con-
nected plane graph consisting of a finite set of vertices 𝑉
and a finite set of edges 𝐸. In the neighborhood graph of
the binary input image, each connected component (CC)
consists of a set of vertices with the same gray value, 0 or 1.
In the paper, black pixels (vertices) are shown by 0 while
white pixels (vertices) are shown by 1. In this regard, we
partition the edges of the neighborhood graph into two
categories: edges connecting two vertices of the same CC,
intra-CC and edges connecting vertices of different CCs,
inter-CCs as follows:
Definition 4. Intra-CC edge: an edge 𝑒 = (𝑢, 𝑣)∈ 𝐸 within a
CC is intra-CC iff 𝑔(𝑢) = 𝑔(𝑣).
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(a) An edge 𝑒 with its incident darts in the CM. (b) Removal operation, 𝐺\{𝑒}. (c) Contraction operation, 𝐺/{𝑒}.

Figure 1: Two main operations in irregular graph pyramids. (a) Before applying an operation. (b), (c) after applying the operations.

Definition 5. Inter-CC edge: an edge 𝑒 = (𝑢, 𝑣)∈ 𝐸 between
two CCs is inter-CC iff 𝑔(𝑢) ≠ 𝑔(𝑣).

The contrast of an intra-CC edge is equal to zero,
𝑐(𝑖𝑛𝑡𝑟𝑎-𝐶𝐶) = 0. Therefore, we denote the intra-CC edge
by 𝑒0 ∈ 𝐸0. The contrast of an inter-CCs edge is one,
𝑐(𝑖𝑛𝑡𝑒𝑟-𝐶𝐶𝑠) = 1. Therefore, the inter-CCs edge is de-
noted by 𝑒1 ∈ 𝐸1. All edges in the neighborhood graph are
partitioned into 𝐸0 and 𝐸1 edges:

𝐸 = 𝐸0
·
∪ 𝐸1 (3)

3. Selecting the CKs using a Total Order

Selecting the CKs plays the main role in constructing the
irregular pyramid. The height of the built pyramid and
the complexity of the construction depends on how the
CKs are selected. In order to achieve an efficient and a
unique selection of the CKs a total order is defined over the
vertices [17]. Consider 𝐺 as the neighborhood graph of an
binary input image with 𝑀 by 𝑁 vertices. Let (1, 1) be the
coordinate of the vertex at the upper-left corner and (𝑀, 𝑁)
at the lower-right corner. Let 𝑟 and 𝑐 denote the row and the
column in the grid structure of 𝐺, respectively. The vertices
of 𝐺 receive a unique index as follows:

𝐼𝑑𝑥 : [1, 𝑀] × [1, 𝑁] ↦→ [1, 𝑀 · 𝑁] ⊂ N (4)
𝐼𝑑𝑥(𝑟, 𝑐) = (𝑐 − 1) ·𝑀 + 𝑟 (5)

We use the properties of the total order [18] in selecting the
CKs. First, every two elements of a total ordered set (indices
of vertices) are comparable. Second, each subset of the total
ordered set (a set of vertices) has exactly one minimum and
one maximum.

In the binary neighborhood graph 𝐺 a CC consists of
only intra-CC (𝐸0) edges. In constructing the irregular pyra-
mid this CC is shown by only one single vertex at the top of
the pyramid. Therefore, all the CKs are selected only from
the intra-CC edges. From the vertex point of view, a vertex
that is not incident to an intra-CC edge is an isolated vertex.
This vertex is surrounded by only inter-CC edges.

Let 𝑣 be a non-isolated vertex, i.e, it is the endpoint of
at least one intra-CC edge. The upper neighborhood 𝒩 is
defined as follows :

𝒩(𝑣) = {𝑤 ∈ 𝑉 |(𝑣, 𝑤) ∈ 𝐸0 , 𝐼𝑑𝑥(𝑤) > 𝐼𝑑𝑥(𝑣)} (6)

The cardinality of the set |𝒩(𝑣)| indicates the number of
intra-CC edges incident to 𝑣 having greater vertex than 𝑣.
Therefore, the cardinality of the non-isloated vertex is
|𝒩(𝑣) ≥ 1|.

In order to determine the CKs in the graph 𝐺 = (𝑉, 𝐸),
the selecting contraction kernel SCK(.) function is defined as
follows:

𝑆𝐶𝐾 : [1, 𝑀 · 𝑁] ↦→ [1, 𝑀 · 𝑁] (7)
𝑆𝐶𝐾(𝐼𝑑𝑥(𝑣)) = max{𝐼𝑑𝑥(𝑤)| 𝑤 ∈ 𝒩(𝑣)} if |𝒩(𝑣)| ≥ 1 (8)

𝑆𝐶𝐾(𝐼𝑑𝑥(𝑣)) = 𝐼𝑑𝑥(𝑣) if |𝒩(𝑣)| = 0 (9)

The output of the SCK function partitions the vertices
into two categories: surviving vertices and non-surviving
vertices as follows:

Definition 6. [Surviving vertex] A vertex 𝑣 ∈ 𝑉 in a bi-
nary neighborhood graph 𝐺 = (𝑉, 𝐸), is a surviving vertex
iff 𝑆𝐶𝐾(𝐼𝑑𝑥(𝑣)) = 𝐼𝑑𝑥(𝑣).

Proposition 1. An isolated vertex survives always.

Proof. Assume 𝑣 is an isolated vertex. Since there is no
intra-CC edge incident to the isolated vertex, it leads to
|𝒩(𝑣)| = 0. Based on the (9), 𝑆𝐶𝐾(𝐼𝑑𝑥(𝑣)) = 𝐼𝑑𝑥(𝑣) and
therefore employing the Def. 6 𝑣 is the surviving ver-
tex. □

Definition 7 (Non-surviving vertex). A vertex 𝑣 ∈ 𝑉 in a
binary neighborhood graph 𝐺 = (𝑉, 𝐸), is a non-surviving vertex
iff 𝑆𝐶𝐾(𝐼𝑑𝑥(𝑣)) ≠ 𝐼𝑑𝑥(𝑣).

Proposition 2. For a non-surviving vertex 𝑣 at the base level,
|𝒩(𝑣)| ∈ {1, 2}.

Proof. Based on (5) a non-surviving vertex may be incident
to maximum two vertices with greater indices (right or down
vertices) at the base level. In addition, the non-surviving
vertex must be incident to at least one vertex, namely its
right or its down vertex. The former states |𝒩(𝑣)| = 2 while
the latter states |𝒩(𝑣)| = 1. □

1All total orders are permutations of each other.
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(a) First step of selecting the CKs at the base level. (b) Second step of selecting the CKs. (c) Top of the pyramid.

Figure 2: Two steps of selecting the CKs. The edge 𝑎 shows the inclusion relationship between CCs.

In a CK there is one surviving vertex (the root of the
CK) while the remaining vertices are non-surviving vertices.
Each non-surviving vertex connects to the surviving root
by a unique monotonically 𝐼𝑑𝑥-increasing path of oriented
edges. In a graph with 𝑛 vertices there are 𝑛! different total
order1. Each selected total order has its own properties.
Selecting an efficient total order effects on selecting the CKs
where the number of CKs determines the height of the pyra-
mid. Pyramids with logarithmic height reduce the parallel
computational complexity of fundamental operations such
as connected component labeling [19, 17] and distance trans-
form [20]. Therefore, a proper selection of the total order
must result in constructing the pyramid with logarithmic
height. In Sec. 4.1 it is proved that the proposed total order
leads to this logarithmic height.
In contrast to the common methods of constructing the pyra-
mid [2, 8], using the proposed total order has the advantage
that the vertices are partitioned in every level of the pyramid.
In other words, the vertices are either the non-surviving
or the surviving vertices. Next sections show how this
partitioning reduces the number of steps in selecting the
CKs into only two steps.

3.1. First Step of Selecting the CKs

Selecting the CKs at the base level of the pyramid is the
first step of the selection. To this aim, the SCK function is
performed over each vertex of the neighborhood graph of
the base level. As the result, each CK has one surviving
vertex and all the other vertices of the CK do not survive. In
Fig. 2-a the surviving vertices at the base level are denoted
by a red circle around each vertex while all the other vertices
do not survive.

At the base level of the pyramid, all faces in the grid struc-
ture are bounded by four edges containing two horizontal
and two vertical edges.

Proposition 3. A horizontal intra-CC edge in a face of degree 4
at the base level of the pyramid always belongs to a CK.

Proof. Assume a horizontal intra-CC edge 𝑒 = (𝑢, 𝑣) at the
base level does not belong to a CK. Let 𝑢 and 𝑣 locate at
the left and the right side of the edge 𝑒, respectively. Since

𝑢 is the endpoint of 𝑒, thus 𝑢 is not an isolated vertex
(|𝒩(𝑢)| > 1) and based on (5), 𝐼𝑑𝑥(𝑢) < 𝐼𝑑𝑥(𝑣). Due to
Pro. 2 if |𝒩(𝑢)| = 1 then 𝑣 is the only vertex of 𝒩(𝑢) that
is incident to 𝑢 and thus 𝑣 is selected as the survivor. In
case |𝒩(𝑢)| = 2, there are two right and down vertices in
the 𝒩(𝑢) where based on (5) the right vertex is selected as
surviving vertex. □

3.2. Redundant Edges

Graphs as a versatile representative tool may have many
unnecessary (redundant) edges [17]. Through the construc-
tion of the pyramid, contracting edges results in a smaller
induced graph at the upper level. The resulting graph may
consist of empty self-loops or double-edges. At this point,
the edge removal simplifies the graph and removes these
redundant edges.

Definition 8 (Redundant Edges). In a hierarchical structure,
those edges that are not needed to fully reconstruct the hierarchy
are considered as redundant edges.

Generally, the definition of the redundant edges de-
pends on the applications and to what extend the recon-
struction needs to be performed. For example, in [6, 17, 19],
the authors defined the concept of the redundant edges
in a binary graph pyramid in order to do the connected
component labeling task where the fully reconstruction is
performed. They showed that the redundant edges can be
detected (predicted) before performing the contraction of
edges. In this paper, we use the same concept for defining
the redundant intra-CC and redundant inter-CC edges.

Definition 9 (Redundant Intra-CC edge (𝑅𝐸0)). In an empty
face consisting of only intra-CC edges, the non-oriented edge
incident to the vertex with lowest Idx is a redundant intra-CC
edge.

The definition above states that a redundant intra-CC
edge (𝑅𝐸0) exists only in a face bounded by intra-CC edges.
Fig. 3 illustrates the configuration of the redundant intra-CC
edges.
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(a) 𝑅𝐸0, before contracting the CKs.

(b) Corresponding 𝑅𝐸0, after contracting the CKs.

Figure 3: Configurations of the redundant intra-CC edges.

Definition 10 (Redundant Inter-CCs Edge (𝑅𝐸1)). In an
empty face, an inter-CCs edge incident to the vertex with lowest
Idx is redundant iff:

• The empty face consists of only two inter-CCs edges.

• The empty face is bounded by inter-CCs edges and oriented
intra-CC edges.

Fig. 4 illustrates all different configurations of the 𝑅𝐸1
edges before and after contracting the CKs.

Figure 4: All different configurations of redundant inter-CCs edges

3.3. Second Step of Selecting the CKs

At the base level of the pyramid there are three types of the
intra-CC edges:

1. The oriented edges that belong to the CKs.

2. The non-oriented redundant edges, 𝑅𝐸0, were defined
in Def. 9.

3. The remaining non-oriented intra-CC edges are de-
fined as the bridges.

Definition 11 (Bridge). A bridge is a non-oriented intra-CC
edge that bridges the gap between two contraction kernels of a
connected component.

Note that the bridge is the edge of the equivalent con-
traction kernel (ECK) that is contracted after the two CKs
are contracted.

Proposition 4. A bridge in a face of degree 4 at the base level of
the pyramid is the vertical edge.

Proof. In the face of degree 4, there are two horizontal and
two vertical edges. Assume the non-oriented bridge is the
horizontal edge. However, due to Pro. 3 every horizon-
tal intra-CC edge is oriented and therefore it cannot be a
non-oriented intra-CC edge. □

Proposition 5. A face of degree 4 at the base level of the binary
pyramid does not have more than one bridge.

Proof. Assume a face of degree 4 contains two bridges.
Since the bridges are vertical intra-CC edges, the oriented
intra-CC edge must connect two different CCs which is in
contradiction with the definition of the oriented edge (see
Fig. 5-b). □

Proposition 6. Two bridges at the base level of the binary pyramid
are not incident to a same vertex.

Proof. Assume that two bridges are incident to the same
vertex. Therefore, the horizontal common edge between
their two corresponding faces must be the oriented intra-CC
edge and the inter-CCs edge at the same time (see Fig. 5-c) ,
contradiction. □

Figure 5: (a) The configurations of a bridge at the base level. (b) A face
does not have two bridges. (c) Bridges are not incident to the same vertex

In order to select the CKs at the second step, the SCK
function is performed over the bridges.

Definition 12 (inclusion edge). An inclusion edge is a non-
empty self-loop inter-CC edge that preserves the topological inclu-
sion relationship between two different CCs.

Note that if the inclusion relationships exists between
two different CCs, the inclusion edge is one of the bridges
that will be detected after the contractions of oriented edges.
In Fig. 2 the inclusion edge is shown by a non-empty self-
loop that is denoted by the letter a with the red color.

Proposition 7. All the redundant intra-CC edges are detected at
the base level of the binary pyramid.
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(a) The configurations of a bridge before and after the edge contraction. (b) Contradiction to planarity of the graph G.

(c) Contradiction to planarity of the graph G. (d) Contradiction to (5).

Figure 6: All redundant intra-CC edges, 𝑅𝐸0, are at the base level of the pyramid.

Proof. The redundant intra-CC edges occur in a face
bounded by only intra-CC edges. At an upper level, the
remaining intra-CC edges are the bridges at the base level.
However, since each bridge has the 𝜎-related to a inter-CCs
edge (Fig. 6a), therefore, there is no empty face containing
only intra-CC edges at upper levels of the pyramid. Note
that in the simple graph 𝐺, two bridges cannot be the 𝜎-
related of each other because this contradicts to planarity of
the graph (Fig. 6b and Fig. 6c) or it contradicts to (5) that is
shown in Fig. 6d. □

The Proposition .7 states that there is no redundant intra-
CC edge at an upper level of the pyramid. In fact, this is
because of the important property of the defined total order
over the indices of vertices where at the base level each
non-surviving vertex only can be contracted into its right or
down neighborhood vertex.

4. Fast Labeled Spanning Tree (FLST)

A CC in a binary graph pyramid is represented by a single
surviving vertex at the top level of the pyramid. This vertex
is the root of the tree spanning its receptive field at the base
level [21]. In [22] it was shown that the combination of two
(or more) successive reductions in an equivalent weighting
function allows to calculate any level of the pyramid directly
from the base. Kropatsch in [21] introduced the Equivalent
Contraction Kernels (ECK) in the irregular graph pyramid
and it was later used [23] in the minimum spanning tree
(MST) segmentation.

In the binary pyramid, every spanning tree of a CC is
the MST because the contrast (weight) of the intra-CC edges
is zero. To drive the spanning tree of a CC, the previous
common methods [14, 16, 11] need to select the CKs in 𝑛
iterations where 𝑛 is the height of the pyramid. In contrast,
in the proposed method we only need two steps of selecting
the CKs. Moreover, the SCK function is performed locally
over each vertex. This means that the CKs are selected with
parallel complexity of 𝒪(1). Note that, it is assumed there

are sufficient processing elements available in order to do
the parallel computations.

4.1. Independent Edges

To contract the CKs in a parallel manner, finding a set of
independent edges plays the key role. Dependency of the
edges differs based on what processing is going to be per-
formed between a set of edges. In [19] two edges not sharing
an endpoint are considered as independent edges. Using this
definition all the CKs at the first selection can be contracted
with parallel complexity bounded as follows:

𝒪(𝑙𝑜𝑔2(𝛿(𝐶𝐾))) ≤ 𝐶𝐾𝑠 𝑐𝑜𝑛𝑡𝑟𝑎𝑐𝑡𝑖𝑜𝑛 ≤ 𝒪(𝑙𝑜𝑔3(𝛿(𝐶𝐾)))
(10)

To determine the parallel complexity of contracting the CKs
at the second step of selection, the dependencies between
darts [6] is considered. Since in this step, each edge of the
CK is a bridge at the base level, hence, there is an inter-CCs
edge with a 𝜎-relation incident to this edge. Therefore, all
the CKs at the second selections are independent of each
other and they will be contracted in parallel complexity
𝒪(1).

5. Applications

To highlight the usefulness of the proposed method, two
main applications are presented. In both application the par-
allel complexity is 𝒪(𝑙𝑜𝑔(𝑁)) in a 𝑁 × 𝑁-size input binary
image.

5.1. Connected Component Labeling

Connected Component Labeling (CCL) is a fundamental
task in analyzing binary images [24] where background
and foreground are denoted by zero and one, respectively.
A connected region is a group of pixels where all pairs of
pixels are connected together. The role of the CCL is to
assign a unique label to each CC. Common methods of CCL
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[24, 25, 26] are linear; i.e., they search the binary image
row by row in the raster-scan fashion. In contrast, using a
hierarchical structure, within the bottom-up construction
each pixel reaches its single surviving pixel (super-pixel) at
top of the pyramid in a logarithmic number of steps. At this
top-level of the pyramid, each of the super-pixels receives
its unique label 𝐼𝑑𝑥. Afterwards, through the top-down
propagation the vertices of the lower levels inherit the labels
from the higher levels until all the pixels at the receptive
field (base level of the pyramid) received their labels.

Figure 7: CCL by //ACC method.

The hierarchical method is called Parallel Pyramidal
Connected Component (//ACC2) where the details can be
found in [19]. The //ACC not only does the CCL task but
also preserves the topological relations between the CCs.
Fig. 7 shows how the //ACC encodes inclusion relation-
ships between three CCs. Table 1 [19] shows the execution
time of the //ACC method over three different categories
of binary images; Random, MRI and Finger-print images.
In addition, the execution time of the algorithm over differ-
ent image-size is compared to the state-of-the-art methods;
Spaghetti_RemSP, BBDT_RemSP, SAUF_UF, in [27]. The
results in Fig. 8 encourage the //ACC method should be
used in large images including more than one million pixels.

Table 1: Results for the different categories from (YACCLAB[28]).

Database Type Random MRI Finger-print
size of Images 128×128 256×256 300×300
Num. of Images 89 1170 962
mean time (ms) 0.098 1.643 2.317
worst time (ms) 0.127 2.973 3.518

5.2. Distance Transform

The distance transform (DT) is another important funda-
mental operation that is applied to the binary image [1].
It is employed in a broad range of applications containing
template matching [29, 30], image registration [31], map
matching robot self-Localization [32], skeletonization [33],
Line Detection in Manuscripts [34], Weather Analysis and
Forecasting [35], etc. After applying the DT to a binary
image, the result of the transform is a new gray-scale image
whose foreground 1 pixels have intensities representing the
minimum distance from the background 0 pixels.

Figure 8: Illustration of the execution time (ms) over different image-sizes

In order to compute the DT, the common methods [1, 36],
propagate the distances in linear sequential time. By con-
trast, using the hierarchical structure the distances can be
propagated by a set of power-of-two numbers [20] where
the parallel complexity is reduced into the logarithmic-time.
The computation of DT with lower complexity makes the
pyramid as a useful tool in analysing large binary images. In
particular, currently we are working on the Water’s gateway
to heaven project3 dealing with high-resolution X-ray micro-
tomography (𝜇𝐶𝑇) and fluorescence microscopy. The size
of the images is more than 2000 in each of 3 dimensions
where we use the saddle points of the DT to separate cells,
which are visually difficult to be separated.

In the mentioned project above the input image is a
labeled 2D cross slice of a leaf scan where it has six different
labels illustrating different regions inside the leaf (Fig. 9a).
The task of stomata is to control the amount of CO2 that
is entering the leaf. In order to do the photosynthesis, the
CO2 propagates through the airspace inside the leaf to reach
the cells where it combines with water and sunlight. To
model the procedure of the gas exchange in the leaf [37], we
compute the geodesic distance transform (GDT) from the
stomata through the airspace (Fig. 9b) to find out how long it
takes to reach the necessary CO2 concentration [20]. The use
of pyramids would enormously speed up the computations
of the DT in the large images of the project.

6. Conclusion

The paper presents a fast parallel method to select the
equivalent contraction kernels in the irregular pyramid of
a binary input image. It was shown that the first step of
selecting the contraction kernels (CKs) at the base level is
done with parallel complexity 𝒪(1). These CKs are con-
tracted with parallel 𝒪(𝑙𝑜𝑔(𝛿)) complexity where the 𝛿 is
the diameter of the maximum connected component (CC)

2It is pronounced pac where the // and A stand for parallel and pyramidal.
3https://waters-gateway.boku.ac.at/
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(a) The labeled cross slice of a leaf (b) Computing the Geodesic Distance Transform (GDT)

Figure 9: Computing the Geodesic Distance Transform in a multi-labeled image [20].

in the neighborhood graph of the image. By detecting the
redundant edges (RE) the selection of CKs is performed in
one parallel step. By defining the independent set of edges,
we proved that all the selected CKs at the second step of se-
lection are contracted in parallel complexity 𝒪(1). The Fast
labeled spanning tree (FLST) of the CCs is produced with
parallel complexity 𝒪(𝑙𝑜𝑔(𝛿)). Using the total order there is
no random processing in construction of the pyramid and
the resulting FLST is unique.

In addition, it was shown by employing the proposed
FLST, that the fundamental operations in analyzing the
binary image can be performed in lower parallel complexity.
In particular, two main operations, connected component
labeling (CCL) and distance transform (DT), were presented
in detail. Finally, we presented how the proposed method
can be useful in processing of the large images in practical
real applications. For future works we plan to compute 3D
distance transform in order to study the diffusion in the air
space within a leaf.
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