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Editorial 
In an era characterized by rapid technological advancement and interdisciplinary 
collaboration, research endeavours continually push the boundaries of knowledge across 
diverse domains. The collection of these 4 papers featured in this issue embodies this spirit of 
innovation, offering novel insights and methodologies that address pressing challenges in 
fields ranging from biomechanics to healthcare and environmental science. From the 
development of modular estimators for precise joint motion analysis to the exploration of 
computational models for disease comorbidity identification, each paper reflects a 
commitment to advancing understanding and driving practical applications. As we delve into 
the intricacies of these studies, we embark on a journey through the frontiers of research, 
where curiosity, creativity, and cutting-edge technology converge to shape the future of 
science and society. 

Estimating the intricate movements of human joints, particularly with high accuracy, poses a 
significant challenge. In this paper, the authors present a novel modular estimator tailored for 
estimating elbow joint motion. Notably, this estimator's modularity facilitates its adaptation for 
other joints, promising versatility across applications. The methodology integrates surface 
Electromyographic (sEMG) signals and motion capture data, enabling precise estimation of 
angular displacement and movement direction during elbow flexion and extension. 
Impressively, the classifier achieved estimation accuracies ranging from 80% to 90%, 
showcasing its potential for various Human-Machine Interface (HMI) applications [1]. 

Assessment methodologies profoundly influence student learning outcomes and experiences. 
This paper explores the efficacy of e-assessment via the Halomda educational platform in 
improving student performance and enriching learning experiences. Integration of ChatGPT 
with math exploration tools further enhances learning both in-class and remotely, while 
supporting educators in their assessment and feedback processes. The study's findings not 
only demonstrate improved student performance on final exams but also highlight a strong 
correlation between exam scores and continuous assessment grades, emphasizing the 
importance of holistic assessment approaches [2]. 

The stability of riverbanks in riparian zones is critical for environmental preservation and 
infrastructure development. This research presents a comprehensive investigation into 
riverbank slope stability, particularly along the Yellow River in China. By integrating empirical 
data with numerical analysis, the study unveils the intricate interplay of factors such as water 
level fluctuations, precipitation, and vegetation on slope stability. Notably, vegetation emerges 
as a significant factor in stabilizing riverbanks, especially during precipitation events. While 
acknowledging methodological limitations, the study underscores the relevance of these 
findings for informed decision-making in riverbank protection and infrastructure planning [3]. 

The COVID-19 pandemic has underscored the importance of understanding disease 
comorbidities for effective patient management. This paper presents a computational model 
designed to identify comorbidities associated with COVID-19 using transcriptome datasets. 
Through gene expression analysis and comprehensive data mining, the model reveals 
correlations between COVID-19 and various diseases, including acute myelocytic leukemia, 
urinary tract cancer, and diabetes mellitus. Notably, the model's insights pave the way for 
potential shared treatment strategies, offering prospects for improved patient care [4]. 

These research papers contribute significantly to their respective fields, showcasing 
innovative methodologies and yielding valuable insights. From advancements in joint motion 
estimation to the elucidation of disease comorbidities, each study addresses critical 
challenges with rigor and ingenuity. As we navigate an increasingly complex world, 
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interdisciplinary collaborations and technological innovations are paramount for driving 
progress and enhancing human well-being. 
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ABSTRACT: Estimating the natural voluntary movement of human joints in its entirety is a 
challenging problem especially when high accuracy is desired. In this paper, we build a modular 
estimator to estimate the elbow joint motion including angular displacement and direction. Being 
modular, this estimator can be scaled for application to other joints. We collected surface 
Electromyographic (sEMG) signals and motion capture data from healthy participants while 
performing elbow flexion and extension in different arm positions and at different effort levels. We 
preprocessed the sEMG signals, extracted features array, and used it to train an ANN-based Softmax 
classifier to estimate the angular displacement and movement direction. When compared against the 
motion cap-ture data, the classifier achieved estimation accuracy ranging from 80% to 90% with a 
resolution of 5°, which translates into Pear-son Correlation Coefficient (PCC) ranging from 0.91 to 0.95. 
Such high PCC values in mimicking the voluntary movement of the upper limb may help toward 
building intuitive prostheses, exoskeletons, remote-controlled robotic arms, and other Human Ma-
chine Interface (HMI) applications. 

KEYWORDS: Elbow Angle Estimation, ANN, Softmax Classifier, sEMG, Signal Processing 

 

1. Introduction and Literature Review  

An Individual’s intent to perform any physical 
movement that involves the contraction of skeletal 
muscles can be estimated by analyzing the corresponding 
muscles’ electromyography (EMG) signal [1,2]. An EMG 
signal is the electrical manifestation of the neuromuscular 
activation associated with a muscle contraction [3]. EMG 
signals are characterized as a stochastic and nonlinear 
signal due to a large number of motor units and their 
different firing rates, as it carries the brain command to 
create a muscle contraction [4]. Since the EMG signal has a 
low signal-to-noise ratio in addition to its stochastic 
nature, it is hard to fully utilize the information embedded 
in it with high accuracy without implementing various 
filtering, dimension reduction, and/or pattern recognition 
techniques [4,5]. EMG can be measured by using one of 
two methods; surface EMG or sEMG and intramuscular 
EMG. sEMG is measured on the skin above the muscle of 
interest using an electrode to measure the muscle’s 
electrical activity i.e. EMG signal [6]; therefore, this 

technique is categorized as noninvasive [6,7]. 
Intramuscular EMG, on the other hand, is measured from 
within the muscle of interest by inserting thin metal 
electrodes into the muscle and referenced to the surface 
electrode placed above the muscle [8]. Consequently, it 
requires more caution than sEMG to perform and it is 
considered an invasive procedure [9,10]. As a result, 
sEMG is the dominant method to study how the human 
body controls skeletal muscles as it is safer, easier to 
perform, and can be implemented in end products with 
less complexity [7,10]. 

This work focuses on estimating the direction and 
angular displacement of the elbow’s joint flexion and 
extension movement using the information embedded 
within sEMG data of the related muscles. Below we 
mention some of the related research addressing the same 
problem using various methods. The authors trained an 
Artificial Neural Network (ANN) to estimate the upper 
limb joint angles from related muscles’ sEMG data, in their 
experiment setup the upper arm was held fixed at the 
shoulder level [11]. Their ANN was able to follow the 

http://www.jenrs.com/
https://doi.org/10.55708/js0304001
https://orcid.org/0000-0002-4853-7793
https://orcid.org/0000-0001-8375-290X


  Abdullah Y. Al-Maliki et al., Estimation of Elbow Joint 

www.jenrs.com                        Journal of Engineering Research and Sciences, 3(4): 01-09, 2024                                            2 

target angle in training data, and they showed low average 
Mean Square Error (MSE) for eight participants. The 
authors measured the upper limb joint angles, muscles 
EMG and set a constant load to estimate the angle-torque 
relation during constant muscle activation in able-bodied 
humans using ANN [12]. The authors showed the 
effectiveness of Kalman Filter in linearizing a set of twelve 
time-domain features. They estimated the elbow joint 
angle during elbow flexion with a fixed load and position 
which in turn increased the elbow angle estimation 
accuracy [13]. The authors used least squares support 
vector regression to estimate the knee and hip joint angles 
using sEMG signals [14]. Their data was from able-bodied 
participants performing treadmill and leg extension 
exercises. They were able to achieve single-digit Root 
Mean Square Error (RMSE) between measured and 
estimated joint angles in training data. The authors were 
able to estimate the elbow joint angle in able-bodied 
participants, using multiple time-delayed features of the 
sEMG and random forests [15]. They were able to achieve 
single-digit MSE but they had a fixed time window, with 
strictly one degree of freedom, fixed arm effort, and fixed 
arm orientation. The same authors from [15] used grey 
feature weighted least square support vector machine 
algorithm to estimate the elbow joint angle [16]. Similar to 
[15], the estimation was for one degree of freedom while 
the elbow was fixed on the table, and the starting angle 
between the forearm and the upper arm was 90°and the 
wrist joint was kept along the forearm and again all the 
movements were done with empty hand i.e. single effort 
level. The authors used EMG to model muscle activation 
with the help of a feed-forward ANN and Gaussian 
process to estimate the fingers’ joint angles of ten able-
bodied participants [17]. Their estimation involved more 
than one degree of freedom, but was held constant at one 
effort level. The authors used Radial Basis Function ANN 
to estimate the elbow joint angle for a flexion and 
extension movement in healthy participants [18]. Their 
experimental setup included fixed elbow location, fixed 
elbow orientation, and a fixed effort level. They achieved 
correlation coefficient values between actual and 
estimated angle ranging from 0.76 to 0.91 depending on 
the movement speed.  

The above literature review shows that most, if not all, 
of the related research, did not account for the following 
factors when trying to estimate the elbow’s joint 
movement: 

1. Different limb orientation when performing the 
movement 

2. Carried load changes between trials of the same 
movement 

3. Movement speed variation between trials 

Therefore, the goal of this work is to estimate the 
human elbow joint displacement and direction using 
sEMG signals for one degree of freedom at two different 
limb orientations, two different load levels, and variable 
movement speed, thus expanding on the previously 
mentioned studies. By developing such a versatile joint 
angle estimator, we broaden the utilization of sEMG signal 
data in different Human Machine Interface (HMI) 
application. For an instant prosthesis development has, in 
a way, surpassed the current limb action estimation 
techniques; as modern prostheses have multiple degrees 
of freedom, actuated by motors capable of fine movements 
[19], while the majority of the cur-rent literature focuses on 
the estimation of the limb torque during a muscle 
contraction and not so on the final location of the limb [19–
21]. The estimator developed in this work is designed with 
a modular approach from the software point of view; so it 
can be scaled to other joints and their corresponding 
muscle groups, e.g., the wrist or the shoulder. 

2. Elbow Joint Movement Estimation 

In this section, we describe the biomechanics of the 
elbow joint and which muscles to focus on to estimate the 
elbow flexion and extension movement, we also discuss 
the sEMG signal characteristics and the procedure used in 
collecting sEMG data for this study. Then we show the 
methods used to preprocess this data and the building 
blocks of the elbow angle estimator, and by the end of this 
section, we show the estimation results of the developed 
estimator and the correlation factor between the actual 
and estimated elbow angles.   

2.1. Elbow Joint Anatomy and Biomechanics 

Healthy humans take their elbow joint function for 
granted, but as researchers try to tackle this joint, they 
realize how complicated this joint is. The elbow joint 
consists of and is a pathway to a lot of different types of 
bone structures, tissues, vessels, and fibers [22,23], 
however in this work we are focusing on the muscles 
responsible for flexing and extending the joint which can 
be divided into two groups [23]. 

1. The prime movers and heavy lifters of the forearm are 
[23]: 

A. Biceps   (Elbow Flexion) 

B. Brachialis  (Elbow Flexion) 

C. Triceps   (Elbow Extension) 

2. The secondary movers and supporting muscles are 
[23]: 

A. Brachioradialis  (Elbow Flexion) 

B. Pronator teres  (Elbow Flexion) 

C. Anconeus  (Elbow Extension) 

http://www.jenrs.com/
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The location of the three heavy lifting muscles in 
number 1 above with respect to the upper limb is shown 
in Figure 1 [22]. 

Triceps 
Lateral 
Head

Triceps 
Long 
Head

Brachialis

Biceps 
Long 
Head

Biceps 
Short 
Head

 
Figure 1: Shows the location of elbow joint muscles targeted in this 

study [22]. 

What is interesting is that the body utilizes the elbow 
muscles in a selective, highly case-dependent manner [22]. 
For unconstraint and unloaded forearm moving at 
medium speed, and when the arm is on the side of a 
standing hu-man, biceps, and brachialis are mainly used 
to raise and lower the arm, and triceps is mainly used to 
stabilize the elbow. This movement is known as biceps 
curls. And the opposite is true when the hand is raised 
above the shoulder and the arm is extended to the top. In 
this case, the triceps is mainly used to extend the arm, 
biceps and brachialis are used to stabilize the elbow, this 
movement is known as triceps extension [23]. 

2.2. sEMG Signal Limitations 

Many researchers agree that sEMG is the most 
common and most feasible way to study limbs’ 
movements and to control prosthetic limbs [24]. 
Nevertheless, getting useful data from the stochastic 
sEMG signal has its own challenges [25]. Common 
disadvantageous characteristics and noise sources of 
sEMG signal are [26–30]: 

1. sEMG signal is Quasi-Random in nature 

2. High noise to signal ratio (NSR)  

3. Cross-talk noise, which can be mitigated by using 
smaller footprint sensors and by accurately 
targeting the muscles in question 

4. Inherent equipment and electrode noise (can be 
estimated to a certain degree from resting trials of 
sEMG data re-cording session) 

5. Inherent electromagnetic noise from the 
environment e.g. electric power, (part of which can 
be figured out from the power line frequency, 60 
Hz in the USA) 

6. Motion artifact noise (usually high amplitude, 
comparable to sEMG signal and low frequency 1-
10 Hz) 

7. Heartbeat artifact noise, which is usually very 
consistent with Electrocardiographic (ECG) signal. 

8. Other biological noise sources, e.g. blood flow 
velocity, fat index, and skin temperature. 

9. Fatigue resulting from task repetition and/or 
increasing the load has its toll on the sEMG signal. 

10. sEMG signal distribution is highly non-Gaussian 
at low and high levels of force, whereas the 
distribution has its maximum gaussianity at the 
mid-level of maximum voluntary contraction 
(MVC). Therefore some techniques may work well 
at certain levels of the contraction power and fail at 
different levels [28]. 

It is obvious that most of the above-mentioned 
drawbacks are biological noises, some of which can be 
dealt with using different kinds of filters, and others will 
need different approaches to get more accurate data from 
the sEMG. 

2.3. Data Collection 

Since we can reflect the sEMG signal processing and 
classification from able-bodied to amputees with not 
much loss of accuracy [31,32], in this study we will only 
collect data from volunteer able-bodied participants. The 
data collection was done in accordance with the 
Institutional Review Board (IRB) guidelines. Our study 
was approved by IRB with protocol number 18-134-R1. 
After describing the whole procedure to the volunteers 
and signing the consent form, four silver/silver chloride 
(Ag/AgCl) electrodes were put on the muscles responsible 
for flexing and extending the elbow joint. The first channel 
was assigned to the biceps between the long-head and 
short-head, the second to brachialis, the third to triceps 
lateral, and the fourth and last channel was assigned to 
triceps long head. Retro-reflective markers were placed on 
the right arm of the participants to utilize the Vicon motion 
capture system to measure the elbow joint angular 
displacement. Noraxon TeleMyo Direct Transmission 
System (Noraxon  USA Inc)  was used to record the sEMG 
and motion data. The sEMG sampling frequency was set 
to 1500 Hz. Each participant was asked to perform fifteen 
arm flexing and extension movements at their own pace in 
three different arm positions: 

A. The arm is relaxed by the participant side, a.k.a 
biceps curl movement  

B. The arm abducted to shoulder height to the side of 
the participant, in which the elbow flexes and 
extends in the horizontal plane, perpendicular to 
the gravitational force. 

C. Arm above the shoulder, i.e. overhead arm 
extension movement a.k.a triceps extension. 

http://www.jenrs.com/
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All three of the above movements were done with an 
empty hand and while holding a 5-pound weight (two 
effort levels). We also recorded sEMG data for each arm 
position while it’s idle i.e., with no movement. Each trial 
lasted approximately 20 seconds which is the average time 
the participants took to complete 15 repetitions. 

We allocate 80% of the acquired data for training the 
classifier and 20% for testing it. We also implement a five-
fold cross-validation method on the whole data to verify 
the effectiveness of the classifier across all sections of the 
data. 

2.4. Signal Preprocessing 

As mentioned in Section 2.2, sEMG signal suffer from 
different kinds of noise; to address some of these signal 
imperfections, preprocessing is a must to obtain useful 
information out of the signal. In this case, we have 
implemented the following: 

1. Removal of DC bias. 

2. Notch filters to filter out power line fundamental 
and harmonic frequencies. 

3. Bandpass filter allowing frequencies ranging from 
30-400Hz to pass and has a low band stop 
frequency of 25Hz and a high band stop frequency 
of 450Hz. 

4. Scaling up the signal by a factor of two. 

2.5. Elbow Joint Motion Estimator 

In this section, we design the estimator which will 
estimate the elbow joint’s angular displacement 
magnitude in degrees, as well as its movement direction. 
Furthermore, it needs to do so while being insensitive to 
the elbow’s angu-lar speed, orientation, or load changes. 

The designed estimator is a classifier at its core, and to 
be more specific it is an ANN-based Softmax classifier. The 
softmax function is shown in (1) [33]: 

𝑃𝑃(𝑐𝑐𝑟𝑟|𝑥𝑥) =

⎩
⎨

⎧
𝑃𝑃�𝑥𝑥�𝑐𝑐𝑟𝑟�𝑃𝑃(𝑐𝑐𝑟𝑟)

∑ 𝑃𝑃�𝑥𝑥�𝑐𝑐𝑗𝑗�𝑃𝑃�𝑐𝑐𝑗𝑗�𝑘𝑘
𝑗𝑗=1

    , (𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺 𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹)

𝑃𝑃(𝑐𝑐𝑟𝑟|𝑥𝑥) = 𝑒𝑒𝑎𝑎𝑟𝑟

∑ 𝑒𝑒𝑗𝑗
𝑎𝑎𝑘𝑘

𝑗𝑗=1
   , � 𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 

𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸 𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓�
 (1) 

Where 

𝑎𝑎𝑟𝑟 = ln�𝑃𝑃(𝑥𝑥|𝑐𝑐𝑟𝑟)𝑃𝑃(𝑐𝑐𝑟𝑟)�  

𝑃𝑃(𝑥𝑥|𝑐𝑐𝑟𝑟) is the conditional probability of the sample 𝑥𝑥 
given class 𝑟𝑟  and it has to satisfy the following two 
conditions: 

0 ≤ 𝑃𝑃(𝑐𝑐𝑟𝑟|𝑥𝑥) ≤ 1   ,   ∑ 𝑃𝑃�𝑐𝑐𝑗𝑗�𝑥𝑥�𝑘𝑘
𝑗𝑗=1 = 1 

𝑃𝑃(𝑐𝑐𝑟𝑟) is the class prior probability 

and the ANN is trained using the scaled conjugate 
gradient algorithm, [34] provides an elaborate explanation 

on this algorithm. The selected loss function for this 
training is cross-entropy which is given in (2) [33]: 

𝐸𝐸 = − 1
𝑛𝑛
∑ ∑ 𝑡𝑡𝑖𝑖𝑖𝑖 ln�𝑦𝑦𝑖𝑖𝑖𝑖� + �1 − 𝑡𝑡𝑖𝑖𝑖𝑖� ln�1 − 𝑦𝑦𝑖𝑖𝑖𝑖�𝑘𝑘

𝑗𝑗=1
𝑛𝑛
𝑖𝑖=1  (2) 

Where 

𝐸𝐸 is the loss function 

𝑁𝑁 is the number of samples 

𝐾𝐾 is the number of classes 

𝑡𝑡𝑖𝑖,𝑗𝑗 means the 𝑖𝑖𝑡𝑡ℎ sample belongs to the 𝑗𝑗𝑡𝑡ℎ class 

𝑦𝑦𝑖𝑖𝑖𝑖 is ANN response for sample 𝑖𝑖 for class 𝑗𝑗 

As mentioned in section 2.2 sEMG has some random 
properties and inherited noises associated with it; thus, be-
fore feeding the sEMG data to the estimator it needs to 
undergo a feature extraction process. This process serves 
two key purposes: 

1. Dimension reduction and normalization. 

2. Amplify useful data and suppress noises. 

Then the classifier will use the extracted features array 
instead of the sEMG data to do the classification. 

We have chosen the following time-domain features: 

1. Mean Absolute Value; 𝑀𝑀𝑀𝑀𝑀𝑀 = 1
𝑁𝑁
∑ |𝑥𝑥𝑛𝑛|𝑁𝑁
𝑛𝑛=1  

2. Number of Zero Crossings; 𝑁𝑁𝑁𝑁𝑁𝑁 = ∑ 𝑠𝑠(𝑥𝑥𝑖𝑖 , 𝑥𝑥𝑖𝑖+1)𝑁𝑁−1
𝑛𝑛=1  

 Where 𝑠𝑠(𝑥𝑥, 𝑦𝑦) = �1 𝑖𝑖𝑖𝑖(𝑥𝑥 ∙ 𝑦𝑦) < 0
0 𝑖𝑖𝑖𝑖 (𝑥𝑥 ∙ 𝑦𝑦) ≥ 0 

3. Number of Slope Sign Changes; 𝑆𝑆𝑆𝑆𝑆𝑆 =
∑ 𝑠𝑠𝑠𝑠(𝑆𝑆𝑆𝑆𝑖𝑖 , 𝑆𝑆𝑆𝑆𝑖𝑖+1)𝑁𝑁−1
𝑛𝑛=2  

Where 𝑠𝑠𝑠𝑠(𝑥𝑥, 𝑦𝑦) = �1 𝑖𝑖𝑖𝑖(𝑥𝑥 ∙ 𝑦𝑦) < 0
0 𝑖𝑖𝑖𝑖 (𝑥𝑥 ∙ 𝑦𝑦) ≥ 0   and  𝑆𝑆𝑙𝑙𝑖𝑖 =

𝑦𝑦𝑖𝑖−𝑦𝑦𝑖𝑖−1
𝑥𝑥𝑖𝑖−𝑥𝑥𝑖𝑖−1

 

4. Root Mean Square Value; 𝑅𝑅𝑅𝑅𝑅𝑅 = �1
𝑁𝑁
∑ 𝑥𝑥𝑛𝑛2𝑁𝑁
𝑛𝑛=1  

5. Variance within each Channel; 𝐶𝐶ℎ𝑉𝑉𝑉𝑉𝑉𝑉 = 1
𝑁𝑁−1

∑ |𝑥𝑥𝑛𝑛 −𝑁𝑁
𝑛𝑛=1

𝜇𝜇|2 

 Where 𝜇𝜇 = 1
𝑁𝑁
∑ 𝑥𝑥𝑛𝑛𝑁𝑁
𝑛𝑛=1  

6. Variance Across Channels; 𝐴𝐴𝐴𝐴ℎ𝑉𝑉𝑉𝑉𝑉𝑉 =
1

𝑛𝑛𝑛𝑛ℎ−1
∑ �𝑥𝑥𝐶𝐶ℎ𝑛𝑛 − 𝜇𝜇�2𝑛𝑛𝑛𝑛ℎ
𝑛𝑛=1  

 Where 𝜇𝜇 = 1
𝑛𝑛𝑛𝑛ℎ

∑ 𝑥𝑥𝐶𝐶ℎ𝑛𝑛
𝑛𝑛𝑛𝑛ℎ
𝑛𝑛=1  

7. RMS Difference between Agonist (𝐴𝐴𝐴𝐴) and Antagonist 
(𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴)  Muscles; 𝑅𝑅𝑅𝑅𝑆𝑆𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷 = ∑ 𝑅𝑅𝑅𝑅𝑆𝑆𝑛𝑛

𝑁𝑁𝐴𝐴𝐴𝐴
𝑛𝑛=1 −

∑ 𝑅𝑅𝑅𝑅𝑆𝑆𝑛𝑛
𝑁𝑁𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 
𝑛𝑛=1  

8. Integration of absolute value of sEMG; 𝐼𝐼|𝐸𝐸𝐸𝐸𝐸𝐸| =
∑ |𝑥𝑥𝑛𝑛|𝑁𝑁
𝑛𝑛=1 ∗ 𝑡𝑡𝑠𝑠 

 Where: 𝑡𝑡𝑠𝑠 = 1
𝑠𝑠𝑠𝑠

 ; 𝑠𝑠𝑠𝑠 is the sampling frequency 
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9. Signal Power; 𝑆𝑆𝑆𝑆 = ‖𝑥𝑥‖2

𝑁𝑁
 

 Where ‖𝑥𝑥‖ = �𝑥𝑥12 + 𝑥𝑥22 + ⋯+ 𝑥𝑥𝑁𝑁2  

10. Average of the Signal RMS Envelope; 𝑅𝑅𝑅𝑅𝑆𝑆𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 =
1
𝑁𝑁
∑ 𝑅𝑅𝑅𝑅𝑆𝑆𝑛𝑛𝑁𝑁
𝑛𝑛=1  

And the following frequency-domain features: 

1. Mean Signal Frequency; 𝑚𝑚𝑚𝑚 = ∑ 𝑆𝑆𝑃𝑃𝑛𝑛∙𝑓𝑓𝑛𝑛𝐹𝐹
𝑛𝑛=1
∑ 𝑆𝑆𝑃𝑃𝑛𝑛𝐹𝐹
𝑛𝑛=1

 

2. Average Waveform Length; 𝑊𝑊𝐿𝐿 = 1
𝑚𝑚𝑚𝑚

 

From section 2.3 and the previously mentioned 
features, we have a 4×12 feature array for each time 
window. This array has a fixed size regardless of the time 
window length and therefore helps the classifier to be 
indifferent to the joint motion speed. Thus, the input layer 
of the ANN classifier is set to be 48. One positive side effect 
of having multiple signal features is the compensation for 
a relatively low number of sEMG signal electrodes [35], as 
we examined only four muscles in this study.  

Since the angular range of motion of a healthy human’s 
elbow joint flexion-extension movement is [0°,145°] [36], 
we have selected the classes to be 0°, -5°, and +5° to keep 
the estimation resolution at 5° or 3.45% at a theoretical 
100% classification accuracy. Where 0° represents a no-
movement, -5° represents 5° flexion movement, and +5° 
represents 5° extension movement. However, 100% 
classification accuracy is hard to achieve especially with 
sEMG data, therefore, we have added two more classes -
10°, and +10° to boost the overall classification accuracy. 
This is true because classes having the same direction but 
different displacements have more features similarity than 
classes with the same displacement and different 
direction. Therefore, the classifier is more likely to miss 
classify +5° as +10° than to miss classify +5° as -5° and vice 
versa. So, adding these extra two classes will aid in 
keeping the classification accuracy within 5°. As a result, 
the output layer of the ANN classifier is set to be 5, 
corresponding to 5 distinct classes. We have chosen 
Matlab R2020a to build the estimator and hence the 
classifier; Figure 2 shows a block diagram of the designed 
ANN classifier, Figure 3 shows the data flow throughout 
the elbow joint motion estimation system. 

Input
Features

Array

Output
Classes

W

b

+

Softmax Layer

 
Figure 2: The ANN softmax classifier block diagram. 
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Figure 3: The elbow joint motion estimator flow chart. 

2.6. Estimation Results 

This section shows the results of the elbow joint 
movement estimation. We first begin by training the ANN 
soft-max classifier for the training data set for a maximum 
of 4000 epochs. Training data and testing data of biceps 
curl motion confusion matrices are shown in Figure 4 and 
Figure 5 respectively. 

 
Figure 4: Classifier’s confusion matrix for the training data. 

 
Figure 5: Classifier’s confusion matrix for the testing data. 
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The order of the classes at the output layer of the 
classifier is as follows +5°, +10°, -5°, -10°, and 0°. If we look 
closer into Figure 4 and Figure 5 we can notice that most 
of the confusion happens between the same direction 
motions. So, if we do a simple probability analysis on the 
testing data, we can see that adding the two longer 
displacement classes helps in keeping the error within 5°. 

𝑘𝑘+5° = 88.1% ; 𝑘𝑘+10° = 89% 
𝑘𝑘−5° = 88.5% ; 𝑘𝑘+10° = 85.5% 

𝑘𝑘+5°𝑜𝑜𝑜𝑜+10° = 88.1% + 89% − (88.1% × 89%) = 98.69% 
𝑘𝑘−5°𝑜𝑜𝑜𝑜−10° = 88.5% + 85.5% − (88.5% + 85.5%)

= 98.33% 
Adding two longer displacement classes helps in 

increasing the accuracy of the classifier in determining the 
direction to more than 98%. This is true because most of 
the confusion happens between the same direction 
movement as they have more similarity across their 
features. 

 
Figure 6: Biceps curls with a 5 pound weight target angle versus 

estimated angle (confusion for training and testing data are 89.2% and 
88.6% respectively). 

 
Figure 7: Biceps curls with empty-handed target angle versus 

estimated angle (confusion for training and testing data are 88.5% and 
80% respectively). 

 
Figure 8: Arm flexion and extension at shoulder level in a horizontal 
plane target angle versus estimated angle (confusion for training and 

testing data are 90.4% and 83.5% respectively). 

Figure 6, Figure 7, and Figure 8 show the actual joint 
angle versus estimated angle, training and testing data, for 
biceps curl with 5 pounds weight, biceps curl empty-
handed and arm at shoulder level flexion and extension 
respectively. 

We have chosen Pearson Correlation Coefficient (PCC) 
as a performance index when comparing the estimated 
elbow angle against the actual angle because unlike other 
commonly used performance indices, it is proven to be 
more accurate in representing the statistical association 
between two continuous variables as it employs the 
covariance between the two variables in its calculation 
[37]. PCC value ranges from +1 to -1, the closest it gets to 
+1 the more the two vectors are similar to each other. PCC 
can be found using (9) [16]: 

𝑃𝑃𝑃𝑃𝑃𝑃(𝑆𝑆𝑆𝑆𝑔𝑔1, 𝑆𝑆𝑆𝑆𝑔𝑔2) = 𝑐𝑐𝑐𝑐𝑐𝑐(𝑆𝑆𝑆𝑆𝑔𝑔1,𝑆𝑆𝑆𝑆𝑔𝑔2)
𝜎𝜎𝑆𝑆𝑆𝑆𝑔𝑔1∙𝜎𝜎𝑆𝑆𝑆𝑆𝑔𝑔2

  (9) 

Where  

𝑐𝑐𝑐𝑐𝑐𝑐(𝑆𝑆𝑆𝑆𝑔𝑔1, 𝑆𝑆𝑆𝑆𝑔𝑔2 )  is the covariance of 𝑆𝑆𝑆𝑆𝑔𝑔1  and 𝑆𝑆𝑆𝑆𝑔𝑔2 
which is given by (10) 

𝑐𝑐𝑐𝑐𝑐𝑐(𝐴𝐴,𝐵𝐵) = 1
𝑁𝑁−1

∑ (𝐴𝐴𝑖𝑖 − 𝜇𝜇𝐴𝐴)∗(𝐵𝐵𝑖𝑖 − 𝜇𝜇𝐵𝐵)𝑁𝑁
𝑖𝑖=1   (10) 

𝜇𝜇𝑥𝑥 is the mean of 𝑥𝑥, which is given by  𝜇𝜇𝑥𝑥 = 1
𝑁𝑁
∑ 𝑥𝑥𝑛𝑛𝑁𝑁
𝑛𝑛=1 , 

and (∗) denotes the complex conjugate. 
𝜎𝜎𝑆𝑆𝑆𝑆𝑔𝑔1 and 𝜎𝜎𝑆𝑆𝑆𝑆𝑔𝑔2  are the standard deviation of 𝑆𝑆𝑆𝑆𝑔𝑔1 and 

𝑆𝑆𝑆𝑆𝑔𝑔2 respectively and it's given by (11) 

𝑆𝑆 = � 1
𝑁𝑁−1

∑ |𝐴𝐴𝑛𝑛 − 𝜇𝜇|2𝑁𝑁
𝑛𝑛=1   (11) 

Table 1 list the PCC values for the estimated elbow joint 
movements for both training and testing sets for the 
designated movement. 
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Table 1: Elbow joint movement estimation correlation coefficient. 

Movement 
Training / 

Testing 
PCC 

Biceps curl with an empty hand 
Training 0.92 
Testing 0.92 

Biceps curl with 5 lbs. 
Training 0.94 
Testing 0.95 

Triceps extension with an empty hand 
Training 0.92 
Testing 0.91 

Triceps extension with 5 lbs. 
Training 0.95 
Testing 0.95 

Arm flexion at shoulder level in a 
horizontal plane with an empty hand 

Training 0.92 
Testing 0.92 

Arm flexion at shoulder level in a 
horizontal plane with 5 lbs. 

Training 0.94 
Testing 0.92 

Figure 9 shows the histogram of time-window length 
in seconds for weighted biceps curls (i.e., 5 lbs) which in 
turn shows that the estimator was able to work with a 
variety of time-window sizes for the same angular 
displacement (and thus variable speeds) and still maintain 
high accuracy, i.e. +80% in classification and 0.91 in 
correlation. 

 
Figure 9: Time-window length in seconds. 

3. Discussion 

This work describes human’s upper limb movement 
estimation using sEMG data. We have designed an 
estimator that can estimate elbow joint movement 
immediately after the neural command sensed through 
sEMG signals at the muscles. Three muscles were targeted 
in this work, biceps brachialis, and triceps. The raw sEMG 
signal underwent preprocessing before it was fed to the 
estimator. The estimator used a combination of time and 
frequency domain features extracted for each sEMG 
channel. The features array is then fed to an ANN-based 
softmax classifier to be trained to classify five classes in 
joint angle displacement. The classifier had an accuracy 
ranging from 80- 90% for different effort levels and limb 
orientation. The classification was easier for the classifier 

when the participant carried weight in his hand, which 
increase the accuracy by 5-7%. The selection of the classes 
and the accuracy of the classifier translates to PCC 
between actual and estimated angles ranging from 0.91 to 
0.95.  

This study aimed to estimate the voluntary movement 
of upper extremities at the joint level. Since the 
appendicular skeleton has 126 bones [22], it’s not feasible 
to estimate all the joints movements in one study. To 
compensate for that we build an estimator that is modular 
from the software point of view. We believe the developed 
estimator can work to estimate the movement of any joint 
in the appendicular skeleton with no modification if we 
use 4 sEMG channels per joint per degree-of-freedom; 
assuming that we can properly distinguish agonistic and 
antagonistic muscles for the chosen joint. 

We have chosen the elbow joint for this study because 
of three main reasons: first, ease of access to its agonistic 
and antagonistic muscle groups; second, its movement can 
be done in different planes with respect to the torso; and 
third, we can vary the joint load easily by asking the 
participant to hold weights. The last two reasons are 
essential to check the versatility of the estimator and to 
make sure it has consistent estimation in different 
movement conditions. We see this as a necessity because 
all the related literature reviewed in this study did not 
account for such variation during joint movement 
estimation  [11–16]. Furthermore, we validate the 
estimator across the whole dataset by implementing a five-
fold cross-validation technique when training and testing 
the estimator. 

Being based on ANN, the softmax classifier took a 
relatively long time to be trained, and it averaged about 30 
minutes for the whole data set. But, on the other hand, the 
average estimation time per segment was about 1 
microsecond, and according to the research in [38], this 
speed is more than sufficient for real-time applications. 
We used Windows 10 Pro 64-bit PC with Intel Core i7-
4790K CPU and 32 GB RAM and Matlab R2020a to train 
and test the estimator, which can be a valid option for 
some but not all Human Machine Interface (HMI) 
applications targeted to benefit from this study. 

The developed estimator can predict the current data 
segment joint angle with high accuracy regardless of the 
previous and the next data segment angle estimation 
accuracy.  In other words, misestimation in a single data 
segment doesn’t affect the consecutive data segments. 
Moreover, due to the selected movement classes, any 
misestimation will stay within the set 5° resolution which 
is reflected by the high PCC values shown in Table 1. The 
choice of features across time-domain and frequency-
domain, the choice of classes, and the choice of the 
classifier all contributed to high estimation accuracy with 
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0.91 to 0.95 correlation between actual and estimated 
elbow angle by using only four sEMG sensors on the 
joint’s agonistic and antagonistic muscles. 

4. Conclusion 

The designed estimator achieved higher accuracy in 
joint movement estimation regardless of the joint 
orientation, speed, or effort level than the similar work 
reviewed in this paper. Which introduces the ability to 
continuously track the intended movement of the elbow 
joint with more than 90% correlation. Although the 
proposed estimator in this work doesn’t have 100% joint 
movement estimation accuracy, section 2.6 and Figures 5 
to 8 show that the estimator has over 98% accuracy in 
predicting the direction of the movement even if it makes 
a mistake whether the movement is 5° or 10°, as its error 
margin to predict the wrong direction of movement is less 
than 2%. 

And since the sEMG signals from able-bodied can be 
used to simulate the human limbs response in amputees 
[17,39,40], this work can be of great help towards a more 
natural myoelectric-prosthesis action, and it can also be 
used to other HMI applications. 
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ABSTRACT: The method of assessment affects on learning by determining how students manage their 
time and prioritize subjects. It is widely accepted that students may demonstrate different skills in 
different assessment formats. The authors demonstrated how e-assessment through the Halomda 
educational platform can not only improve student learning outcomes, but also enrich their learning 
experiences. In addition, it is shown how ChatGPT integrated with two new math exploration tools 
into proprietary Chat-Mat™ module, can help students learn at home and in the classroom, as well as 
support teachers in their daily work of reviewing student assignments. The outcomes of teaching 
courses with Halomda not only reveal impressive student performance on final exams but also 
illustrate a strong correlation between exam scores and weekly assignment grades. 
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1. Introduction 

 Like other learning activities, various methods of e-
learning are available, tailored to the specific knowledge 
and skills being achieved. As for the assessment, it is 
conducted considering the context and purpose, 
acknowledging that learners may demonstrate varying 
strengths in different assessment formats and that when 
students are actively engaged in the activities, it results in 
deeper thinking and long-term retention of learned 
concepts [1]. The method of assessment plays a key role in 
shaping learning outcomes, impacting how students 
allocate their time and which areas they prioritize to focus 
on [2-3]. Assessment is typically categorized into the 
following types: (1) formative assessment, which serves 
developmental purposes and occurs during the learning 
process, (2) summative assessment, which aims to 
evaluate whether students have acquired the expected 
knowledge or skills, (3) continuous assessment, which 
means that both formative and summative assignments 
are used during the course. The feedback provided 
through formative assessment assists students in tracking 
their learning progress and serves as a motivational tool. 

 E-assessment finds broad application, especially in the 
realms of formative and continuous assessment. Several 
authors [4] highlighted the fact that e-assessment employs 
traditional assessment methods but facilitated via online 
processes and digital tools.  However, it could be pointed 
out that e-learning and e-assessment are not only digital 
tools, for instance, “many students take e-assessments 
primarily for the marks, but in doing so, they learn from 
the questions and especially the feedback” [5]. As digital 
technology becomes more accessible in education, 
educators worldwide are increasingly tasked with 
addressing its potential impact on the academic success of 
the students. In [6] is argued that when interacting with 
dialog-based AI models, the goal and context of the 
desired content should be clearly and concisely defined, 
and guidance should be provided by adding the necessary 
instructions and parameters for the appropriate outcome. 
The authors agree with the authors of [7], that there are 
two main approaches in technology-assisted assessment, 
namely - assessment with technology and assessment 
through technology.  

Of course, e-learning and e-assessment has its own 
challenges. Cheating has become a greater problem with 
increased use of e-assessment [8-9], since cheating and 
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plagiarism undermine the validity and reliability of the e-
assessment process, eroding students' trust in its integrity 
[10-12], and, of course,  cheating poses a serious threat to 
important university exams whether they are conducted 
on campus or online [13]. Students’ cheating and 
plagiarism with regards to e-assessment and using AI 
technologies are object of  research of different authors [14-
15], [8], [11]. One approach to mitigate cheating in e-
assessment is through the utilization of student 
authentication and authorship checking systems, like the 
TeSLA system [8-9], [11], [16]. However, such strategies to 
combat cheating are particularly well-suited for 
humanities courses and offer limited effectiveness in 
engineering disciplines [17]. Hence, biometric and 
plagiarism-based checking systems represent just a few of 
the effective measures to mitigate cheating. One potential 
way to prevent online assessment cheating is to provide 
each student with unique test instructions, questions, and 
results. However, creating and administering 
personalized assessments for each student requires 
significant preparation time and may not be practical for 
widespread implementation. To overcome this problem, 
the use of computer-based assessment tools can help 
streamline the process and reduce the time required for 
setup. Various tools are available in widely used learning 
management systems (LMS) to create tests or multiple-
choice assignments, allowing students to submit written 
assignments to the teacher for manual grading.  

Following the increasing usage of AI technologies, and 
specifically ChatGPT, in education and learning, and 
exponentially growing number of research in this field, the 
Halomda developed a unique technology enabling 
students to create prompts including complex math 
expressions, to feed them into the built-in ChatGPT, and 
to use the answers in self-learning.  The authors share the 
hope of the authors of [6] that by overcoming concerns 
about plagiarism and leveraging the potential of artificial 
intelligence tools to remove existing barriers to learning, 
“the educational community will flourish in an 
increasingly AI-enhanced world”. 

 This paper is organized as follows: Section 2 discusses 
the related systems in the field of a math e-assessment; 
Section 3 presents the abilities of the Halomda system; 
Section 4 is devoted to the e-learning and e-assessment 
based on the Halomda platform; Section 5 draws 
conclusions. 

2. E-assessment in higher mathematics courses 

The use of e-assessment in higher mathematics courses 
has been shown to be successful in various studies. In [18], 
the authors stated that the implementation of e-
assessment strategies, particularly using multiple-choice 
questions in Moodle, led to improvements in teaching and 
learning processes. In [19], the author further supported 

this, demonstrating the effectiveness of online quizzes as a 
form of assessment in pure mathematics. However, in [20] 
is highlighted the need for further research on the practice 
of assessment in proctored and unproctored math e-
learning courses, particularly in relation to academic 
integrity. Some known systems that support online 
assignments in mathematics, are: STACK [21], WebAssign 
[22], WeBWorK [23], Numbas [24]. These systems 
primarily target basic mathematics, which imposes 
limitations on the complexity of problems that can be 
presented. 

 STACK utilizes a computer algebra system (CAS) 
called Maxima, which is capable of handling mathematical 
tasks such as manipulating mathematical expressions. The 
primary objective of the system is to evaluate students' 
mathematical responses, generate problems, provide 
feedback, assign numerical grades, and create internal 
notes for subsequent analysis. The strength of CAS lies in 
its capacity to verify algebraic equivalence. However, if it 
is crucial to differentiate between different forms of 
answers in a given exercise, the exercise creator must 
specify in advance which answer formats are acceptable. 
Once the exercises are created, they can be reused multiple 
times, thereby reducing the time and workload for 
teachers. Furthermore, since the system operates 
independently of teacher supervision, assistants, or 
classroom availability, students can access it at any time of 
day or from any location. It's evident that not all question 
types are suitable for implementation with CAS. 
Assessing skills such as proof writing and other forms of 
reasoning cannot yet be automated [25]. Challenges that 
students may face with STACK often arise from attempts 
to use unfamiliar syntax when entering answers [26]. 

 WebAssign is a versatile web-based instructional 
system that offers students additional practice 
opportunities and provides convenient access to their 
performance assessments. The software underlying the 
platform identifies mathematically equivalent expressions 
in the background. The system offers several benefits, 
including immediate feedback, the ability for multiple 
attempts, ease of access, and access to online tutoring [26]. 
The primary drawbacks include the fact that technical 
difficulties experienced by some students, reduced 
interaction with instructors leading to possible neglect of 
assignments; the need to match the system's format 
precisely when entering answers, and a less user-friendly 
experience when asking questions in the tutoring center 
[26]. From our point of view, the utility of WebAssign is 
somewhat constrained as it primarily serves homework 
assignments. Additionally, its integration with specific 
textbooks means that it must be used in conjunction with 
the selected textbook, further limiting its applicability.  

WeBWorK is an open-source online homework system 
for math and science courses that enables teachers to 
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publish problems for students to solve online. Supported 
courses encompass a range of subjects, including college 
algebra, discrete mathematics, probability and statistics, 
single and multivariable calculus, differential equations, 
linear algebra, and complex analysis. However, it is worth 
noting that the current engineering content available in the 
WeBWorK library is limited [27]. Furthermore, the utility 
of the WeBWorK system is constrained by its primary 
focus on homework assessment. 

Numbas is an online assessment system specifically 
designed for mathematics subjects and offers several 
benefits [28]. The system excels at formative assessment 
and uses client-side grading, although it still requires a 
server to store grades. Numbas makes it easy to create 
questions using appropriate mathematical notation, and 
students can enter symbols that are displayed 
mathematically. The system supports the creation of 
complex questions with features such as randomization 
and automatic scoring and can easily integrate with 
learning management systems. However, there are 
limitations in using this system including concerns related 
to infrastructure, support, the required skills in both 
teachers and students, as well as time constraints [28].  

3. The Halomda Platform 

The primary didactic advantage of the Halomda 
platform over the aforementioned e-systems is its ability 
to integrate the three main methods of mathematical 
education - Learn, Train, and Test (Figure 1) ([29] – [31]).  

The necessity for a universal, user-friendly, simple yet 
powerful math platform prompted Halomda Educational 
Software [29] to develop Math-Xpress, initially introduced 
in 2001 [30]. Subsequently, additional modules have been 
integrated into the program, forming a multifunctional 
Math package with a unified user interface. 

  

 

 

 

Figure 1 [29]: Modes of learning  

These interconnected modules rely on proprietary 
computer algebra (CA) and interactive geometry 
algorithms, enabling linkage between modules that share 
common objects. The system comprises five modules: 

• XPress-Editor - a formula editor that allows graphical 
WYSIWYG (What You See Is What You Get) editing 
of math expressions thus enables compiling of new 
items by unexperienced in programming people [31]. 

•  XPress-Graph - a graph plotter. 

•  XPress-Geometry - a 2-D and 3-D geometry explorer. 

• XPress-Evaluator.  

• XPress-Tutor. For e-assessment purposes, it can be 
used independently; together with the XPress-Task 
Editor these modules form a comprehensive platform 
for e-teaching, e-learning, and e-assessment of 
mathematics courses. 

 Over the past few years, thousands of problems have 
been developed to cover courses in arithmetic, elementary 
algebra, and geometry for primary and intermediate 
schools, as well as algebra, trigonometry, and introduction 
to calculus for high schools. Additionally, courses in 
Calculus, Linear algebra, Differential equations, 
Probability, and Statistics have also been addressed. 
Throughout the course, students receive a comprehensive 
set of basic problems that thoroughly cover the 
curriculum. Typically, this set comprises 50 to 150 
problems, arranged into 13 weekly assignments for one 
semester [31].   

3.1. Typical student interaction with the platform 

Throughout the course, students are provided with a 
comprehensive set of basic problems that cover the entire 
curriculum. Typically, this set comprises 50 to 150 
problems, arranged into 13 weekly assignments for one 
semester [31]. In Learn mode, students are presented with 
a series of problems, each of which includes randomly 
selected parameters to ensure that different attempts 
produce different initial sets of parameters. Students have 
the opportunity to request help, which is provided at three 
levels: General help, which describes a solution method 
common to all problems within a particular topic; a List of 
steps to solve a problem with a description of each step; 
and the Result of each solution step. In Train mode, 
students are presented with multiple-choice options for 
the possible results of each step, facilitating extensive and 
interactive training.  In Test mode, no help is provided, 
and the student is required to complete a series of tasks 
that simulate the conditions of a regular test.   

Usually, students start with Test mode, attempting to 
solve problems without assistance. The system allows 
them to quit the test without penalty but limits the number 
of attempts for each task. If a student exits a Test mode due 
to difficulty, he can switch to Learn or Train modes to 
understand how to solve similar problems. Tasks in the 
Test mode differ from tasks in the Learn and Train modes 
only in the values of randomly generated parameters. The 
Learn and Train modes offer more than just problem 
solving; they include additional educational resources 
such as links to external files, websites, videos, etc. to 
enrich the learning experience. 

3.2. Mitigating cheating through the Halomda platform 

     Adaptability of students' responses significantly 
reduces the likelihood of cheating. For example, requiring 
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students to enter their answers manually rather than 
choosing from multiple answer options greatly reduces 
the likelihood of dishonesty. Math-Xpress uses two 
approaches to evaluate student responses in exam mode: 
using so called “semi-intelligent” multiple choice 
questions (SI-MCQs) and open-ended (OA) mode. This 
approach is demonstrated with a problem shown in 
Figure 2:  

 

Figure 2 [29]: Task example 

      During the Learn mode, a student has the 
possibility to get the results of each step of the problem 
solution, one of which is the proper answer, and the other 
three – wrong answers (Figure 3, a). As in usual MCQ-
mode, a student can select an answer by clicking on it (in 
our example:  𝑧𝑧1 = −1, 𝑧𝑧2 = 𝑖𝑖, 𝑧𝑧3 = 1). In case of a wrong 
answer, a student is provided with short feedback as  can 
be seen in Figure 4. 

 

Figure 3 [29]: Step results 

 

 

 

 

Figure 4 [29]: System comments 

      Due to the possibility of free-hand typing, the 
student may decide to enter another expression, for 
example, just: (−1;  𝑖𝑖;  1), and the system will accept them. 
This ability of the system is provided by the task developer 
(teacher, instructor), who endeavors to anticipate the most 
expected options for the correct answer that students can 
enter. 

In open access mode, the result windows are hidden, 
and students are prompted to manually enter the correct 
answer. Here, the task designer can choose between two 
evaluation options: the requirement of strict identity of 
expressions or their algebraic equivalence. In the first case, 

the student's answer is compared with all possible 
answers (both correct and incorrect) given in the task. In 
the latter case, the comparison is carried out using 
computer algebra methods to determine algebraic 
equivalence. For example, the following pairs of 
expressions are considered equivalent: 

 

 

An exam may consist of various tasks, each requiring a 
different assessment method. It is the responsibility of the 
teacher to determine the most suitable assessment 
approach for each problem.  

The operation of any math assessment system within 
Moodle (or another Learning Management System (LMS)) 
can enhance cheating prevention through a combination 
of random test selection and parameter randomization for 
tasks. This entails integrating Math core functionalities 
(such as computer algebra operations, expression 
evaluation, and test result calculation) into the Moodle 
code and transferring student data into the Moodle LMS. 

 Halomda has developed a plugin that enables the 
system to operate seamlessly within Moodle, facilitating 
the transfer of results into the Moodle LMS. 

3.3.  Integration of ChatGPT into the Chat-Mat™ module of 
Halomda 

In order to provide students with an easy access to 
ChatGPT, the last version of Halomda platform includes it 
as one of a new built-in features: Graph-Men (plot and 
explore graphs) (Figure 5), Algebraic Calculator 
(Equation Solver and Symbolic evaluator in 10 areas of 
mathematics) (Figure 6), ChatGPT and recommended 
Key Prompts (Figure 7).  

 

 

 

 

 

 

Figure 5: Graph Plotter 

In addition to incorporating an AI bot into the system 
interface, Halomda developed a tool to graphically edit 
mathematical expressions and present them in the LaTeX 
format required by ChatGPT. For instance, to compose a 
prompt for ChatGPT including calculation of the limit:  
lim
𝑥𝑥→0

sin𝑥𝑥
𝑥𝑥

  , it is required to type: 

lim_{x\rightarrow0}{(\frac{sinx}{x})}&& 
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The graphical editor of mathematical expressions offers 
students the ability to enter limits using the appropriate 
editor templates (Figure 8), making it easy to include 
results by copying and pasting into the ChatGPT message 
box allowing students to easily communicate with the bot. 
This feature makes communicating with the bot easier, 
allowing students to interact with it more effectively. 

 

Figure 6: Algebraic Calculator 

 

Figure 7: Chat-Mat module 

 

 

 

 

 

Figure 8: Graphical editing 

2 Key Prompts as a new form of self-learning 

The main didactical questions arose from most of the 
publications on using ChatGPT in education of 
mathematics ([32], [33], [34]) are: 

 a) How to effectively address the issue of frequently 
encountering incorrect responses from ChatGPT? 

 b) In what ways can students utilize ChatGPT as a 
math tutor beyond just direct problem-solving, 
considering the occasional inaccuracies? 

  The suggested answers, based on the teacher's 
experience and implemented by Halomda in Chat-Math 
module, can be summarized in the following statement: A 

student's knowledge of any subject in mathematics is 
directly proportional to the time spent studying the 
subject. The more activities offered to students, the greater 
success is expected! 

Following this idea, the authors suggest that the 
communication with ChatGPT will stimulate the students 
by presenting other aspects of the problem solving beyond 
the algebraic technique provided by the Learn and Train 
modes of the system. To achieve this, the authors 
recommend that students ask the AI bot diverse questions. 
These questions (called prompts) should enhance their 
overall knowledge and understanding of the subject and 
also refine their problem-solving abilities, ultimately 
leading to greater success in exams. According to [35], 
“effective prompts are characterized by the following 
fundamental principles: clarity and precision, contextual 
information, desired format, and verbosity control, which 
means that “writing effective prompts is complicated for 
nontechnical users, requiring creativity, intuition, and 
iterative refinement”. 

 To help students in composing  appropriate prompts, 
a list of recommended “Key Prompts” is included with 
each problem in the Learn and Train sections of the 
system. It consists of 3 types of prompts reflecting the 
didactical ideas to engage students, including: 

1. Solution of the equation; performing algebraic 
operations; solving integrals; finding derivatives, 
limits, etc., relevant to the topic. 

Although the solution provided by ChatGPT may 
sometimes be incorrect and/or incomplete, its added value 
lies in the complementary verbal explanation it offers; the 
contextual Help recommends the students to verify the 
answer using the Algebraic Calculator or plot graph with 
Graph-Man - two other modules included in the Chat-
Mat- package.  

2. Reminding definitions, theorems, proofs relevant to 
the subject.  

3. Asking broad questions about history, practical 
applications, "tricky" or amusing questions (like 
paradoxes, etc.).  

Providing students with a list of possible 
(recommended) prompts not only teaches them to 
compose their own prompts but also enhances their 
learning experience by providing additional content 
required for a deeper comprehension of the subject matter. 

 The only tool to communicate with ChatGPT is a 
prompt. In the case where a student is interested in asking 
for help in solving math problems from class assignments, 
it is enough to copy the question in the ChatGPT message 
window, while writing the mathematical expressions in 
LaTeX format. To achieve this, the Chat-Mat module of the 
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Halomda platform includes a tool for editing and copying 
expressions in ChatGPT. 

In addition to entering mathematical expressions for 
evaluation, it is useful to write them so that ChatGPT 
generates a concise but comprehensive answer. To 
demonstrate the students how to write math prompts, a 
short Instructions containing the rules and 
recommendations are included in the list of Key Prompts, 
thus completing the didactical need for effective use of 
ChatCPT.  

The role of Key Prompts is two-fold: firstly, to 
demonstrate students how to formulate math prompts, 
and secondly, to enhance the overall value of the course, 
as previously outlined.    

The combination of three exploration tools – Key 
Prompts, Algebraic Calculator and Graph Plotter - allows 
students to not only observe the solution (provided by 
ChatGPT), but also check its correctness using the 
Algebraic Calculator, receive explanations from ChatGPT, 
and visualize and check it using the Graph Plotter.  

The following example demonstrates the use of the 
Chat-Mat™ module to solve the following: 

Problem 1. Find the domain of the function 

𝑓𝑓(𝑥𝑥) = 3 log2(𝑥𝑥 + 4) − 1 + log2(𝑥𝑥 − 2) 

and solve the equation: 

                   3 log2(𝑥𝑥 + 4) = 1 − log2(𝑥𝑥 − 2). 

ChatGPT 3.5 gives a correct answer to the first 
question, including detailed explanations (Figure 9), but 
fails to solve the equation, giving the (correct!) comments 
for the incorrect calculations (Figure 10 and Figure 11), and 
final wrong answer (Figure 11).  

 

 

 

 

 

 

 

 

 

 

 

Figure 9: ChatGPT correct answer 

 

 

 

 

 

 

 

 

 

 

 

Figure 10: ChatGPT miscalculation 

When students are aware of the bot's possible mistakes, 
they can follow the Instructions and try to check the result 
in another way, for example, visually - by plotting a 
corresponding graph using the graph module of Chat-Mat 
(Figure 12, a), or the Algebraic Calculator (Figure 12, b). 

The intersection of the two curves shown in Figure 
12,a), representing the graphs of the functions from two 
sides of the equation, shows that the solution given by the 
bot is wrong. This may encourage students to analyze the 
reason why this happened - this is in fact, the (hidden) 
didactical purpose of the Chat-Mat activity!   

 

 

 

 

 

 

 
 

 

Figure 11: ChatGPT wrong answer 

 

 

 

 

 

 

 

Figure 12 (a): Correct solution by Graph Plotter 
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Figure 12 (b):   Correct solution by Algebraic Calculator 

Students can check each solution step of the bot and 
discover the mistake in the calculations (Figures 10 and 
11), or/and use the Algebraic Calculator (Figure 12, b), 
compare the solutions and find the mistakes of ChatGPT. 
The AI abilities of ChatGPT enable them to continue the 
conversation and try to fix the problem (Figure 13). 

 

 

 

 

 

 

 

 

 

 

 
Figure 13:  Conversation with ChatGPT 

Such interactions between a student and three Chat-
Mat tools – ChatGPT, Graph Plotter and Algebraic 
calculator provide the opportunity for a deeper 
understanding of the subject, despite the possibility of 
ChatGPT solving the problem incorrectly. 

In order to help students in composing their own 
prompts, lists of Key Prompts have been created and 

included into several assignments in Mathematics and 
Physics, like: Complex Functions, Calculus-I, 
Transcendental Functions, Basics of Quantum mechanics 
and more.   

4. E-assessment via the Halomda platform 

The existence of software for solving mathematical 
problems has always been problematic due to the possible 
misuse of it by students during online examination. The 
Halomda platform does not allow students to get help 
neither from the built-in Algebraic Calculator or Help 
option of the system, nor to get access to ChatGPT: all such 
options are blocked during Test mode (i.e. during the 
exams).  

Using ChatGPT or math-solver software during online 
exam or even asynchronous test is practically impossible, 
as long as writing math prompts in LaTeX format 
necessities using the Halomda’s built-in tools (which are 
typically disabled during Test mode). Additionally, 
within the Test mode of the Halomda system, solution of 
a problem often requires answering intermediate steps. 
Furthermore, the randomization of task parameters helps 
mitigate cheating, which is crucial for ensuring trusted 
assessments. 

So, the e-assessment offered by the Halomda platform 
won't interfere with its solving AI abilities.           

The benefits of availability of three learning modes: 
Learn (providing the basic concepts of the subject), Train 
(allowing practice) and Test (providing opportunities for 
assessment, including self-assessment) can be 
summarized as follows: 

(1) For students, the platform offers a comprehensive 
learning tool that includes an interactive e-textbook 
and extensive training on common problems 
encountered in the final exam. Combined with the 
ability to provide instant feedback, the Halomda 
platform significantly improves the learning process.  

(2) For educators, the platform provides an interactive 
lesson presentation guide along with automatically 
generated trustworthy grades for midterm 
assignments. 

Over the past decade, five basic Higher Mathematics 
courses at Ariel University in Israel have employed the 
Halomda educational platform for teaching and 
assessment, serving more than 3,000 students annually. 
The platform's e-assessment module proved 
indispensable for conducting online assessments during 
the pandemic [36]. Additionally, Calculus-1 and 
Elementary Math courses were conducted for 60 students 
at Talpiot and Orot teachers colleges, respectively. Each 
course was structured into 13 lessons, either face-to-face or 
online, followed by problem-solving seminars. 
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Consequently, students were assigned 13 weekly tasks 
(mandatory), based on Test mode of the Halomda 
platform, typically comprising 10 tasks with randomized 
parameters. Each task included detailed solutions and 
explanations, functioning as an interactive e-textbook for 
students and an instructional guide for teachers during 
online sessions. The Train mode facilitated students' 
necessary practice, while the Test mode encouraged them 
to tackle all typical problems, comprehensively covering 
the course curriculum. 

Upon completing the course, students were invited to 
participate in an online questionnaire. The authors asked 
about their exam grades as well as the average grade for 
all Xpress-Tutor assignments. The final exam results 
revealed both high scores (Figure 14(a)) and a positive 
correlation between exam grades and weekly assignment 
grades (Figures 14 a), b)).  

 

  

 

 

 

Figure 14 (a): Grades of the final exam [31]                      

 
 
 
 
 
 
 
 
Figure 14 (b): The average grades of assignments [31] 

The authors also queried participants about their 
preferred mode of preparation for the exam. The findings 
depicted in Figure 15 revealed that Test and Train modes 
were the most favored options (70.6 and 66.7% 
respectively). 

 

 

 

 

 

 

Figure 15: The preferred mode of learning [31] 

Figures 16 and 17 display the responses of students to 
the following queries: To what extent did the system help 
you in preparing to class exam? (Figure 16) and To what 

extent was the operation of the system simple and clear? 
(Figure 17) (on both diagrams the horizontal axes show the 
rates of correspondent values).   

  

 

 

 

 

Figure 16: Rate of helpfulness [31] 

 

 

 

 

 

Figure 17: Rating of clarity of the system [31] 

The results show that students felt that the system 
significantly helped them prepare for the exam. They 
found that the use of the system is simple and clear. 

Using the Halomda platform has demonstrated 
increased student interest and engagement in the subject, 
as well as significant improvements in learning outcomes. 

5. Conclusion 

This paper analyzes the most recognized e-learning 
and e-assessment systems in the field of higher 
mathematics and highlights the limitations of each of 
them. Addressing the needs of both students and teachers, 
Halomda Educational Software has developed Math-
Xpress, a versatile, user-friendly and reliable math 
platform. Math-Xpress offers various modes of interaction 
with students, including Learn, Train, and Test modes. 
The integration of the system into LMS-Moodle is a 
beneficial feature that helps teachers in their routine test 
checking. 

To facilitate the communication of math students with  
ChatGPT, the latest version of the Halomda platform 
integrates it as a new built-in feature along with Graph-
Men for plotting and exploring graphs, Algebraic 
Calculator for equation solving and symbolic evaluation, 
and recommended Key Prompts for various topics across 
several subjects. The authors believe that dialogue with 
ChatGPT through properly formulated Prompts can 
become a new and effective form of self-learning.  

Finally, the survey results show a good correlation 
between final exam scores (which are proctored and 
administered on campus) and weekly assignment scores. 
This shows the advantages of using the Halomda platform 
for e-learning and e-assessment purposes, which can be 
considered in different directions: the ability of students to 
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learn from feedback, which significantly enhances 
students' learning activities (more than 70% of students 
rated the usefulness of the system as 4 or 5 points), andthe 
ability to get help from ChatGPT and compare its response 
with other functions of the Halomda platform.  

The further development of the system and the ideas 
behind it is planned to be focused on the fast growing if AI 
tools, and particularly their abilities in solving math 
problems in different areas of mathematics. A study on 
using of ChatGPT by students of three teachers’ colleges 
has begun and will be presented soon.   

References 

[1] P.E. Rawlusyk, "Assessment in Higher Education and Student 
Learning",  Journal of Instructional Pedagogies, vol. 21, pp. 1-34, 2018.  
https://bit.ly/2vPtbzT. 

[2] J. Biggs, C. Tang, Teaching for Quality Learning at University: 
What the student does, (3rd ed). Maidenhead: McGraw-Hill, 2007. 

[3] G. Brown, J. Bull, M. Pendlebury, Assessing student learning in 
higher education, London: Routledge, 1997. 

[4] R. De Villiers, J. Scott-Kennel, R. Larke, "Principles of effective e-
assessment: A proposed framework", Journal of International 
Business Education, vol. 11, pp. 65–92, 2016. 

[5] M. Greenhow, "Embedding e-assessment in an effective way", 
MSOR Connections, vol. 17, no. 3, – journals.gre.ac.uk., 2019. 

[6]       B. Eager, R. Brunton, "Prompting Higher Education Towards AI-
Augmented Teaching and Learning Practice", Journal of University 
Teaching & Learning Practice, vol. 20, no. 5, 2023, 
https://doi.org/10.53761/ 1.20.5.02. 

[7]    P. Drijvers, "Digital assessment of mathematics: Opportunities, 
issues and criteria", Mesure et évaluation en éducation, vol. 41, no. 1, 
41-66, 2018, https://doi.org/10.7202/1055896ar. 

[8]     H. Mellar et al.,” Addressing cheating in e-assessment using 
student authentication and authorship checking systems: teachers’ 
perspectives,” Int. Journal for Educational Integrity, vol. 14, no. 2, 
2018. DOI 10.1007/s40979-018-0025-x.  

[9]     R. Peytcheva-Forsyth, L. Aleksieva, B. Yovkova, "The Impact of 
Technology on Cheating and Plagiarism in the Assessment – the 
teachers’ and students’ perspectives", AIP Conference Proceedings 
2048, 020037, 2018, https://doi.org/10.1063/1.5082055. 

[10]   J. Dermo, "E-assessment and the student learning experience: A 
survey of student perceptions of e-assessment", British Journal of 
Educational Technology, vol. 40, no. 2, pp. 203–214, 2009, 
https://doi.org/10.1111/j.1467-8535.2008.00915.x. 

[11]   S. Kocdar, A. Karadeniz, R. Peytcheva-Forsyth, and V. Stoeva, 
"Cheating and Plagiarism in E-Assessment: Students’ 
Perspectives", Open Praxis, vol. 10 issue 3, July–September 2018, 
pp. 221–235 (ISSN 2304-070X). 

[12]     M. E. Rodríguez, A.-E. Guerrero-Roldán, D. Baneres, I. Noguera, 
"Students’ Perceptions of and Behaviors Toward Cheating in 
Online Education", IEEE Revista Iberoamericana De Tecnologias Del 
Aprendizaje, vol. 16, no. 2, May 2021. Doi: 
10.1109/RITA.2021.3089925. 

[13]      A. Vegendla,  G. Sindre, "Mitigation of Cheating in Online Exams: 
Strengths and Limitations of Biometric Authentication", Biometric 
Authentication in Online Learning Environments, 2019, DOI: 
10.4018/978-1-5225-7724-9.ch003. 

[14]   J. M. Bartley, Assessment is as Assessment does: A conceptual 

framework for understanding online assessment and 
measurement, Online assessment and measurement: Foundations 
and challenges, pp. 1–45, 2005, IGI Global. 

[15]    S. Stacey, "Cheating on your college essay with ChatGPT", 
Business Insider, https://www.businessinsider. com/professors-
say-chatgpt-wont-kill-college-essays-make-education-fairer 
2022-12. 

[16]     M. Ivanova, S. Bhattacharjee, S. Marcel, A. Rozeva,  M. Durcheva, 
"Enhancing Trust in eAssessment - the TeSLA System Solution”, 
21st Conf. on e-assessment (TEA2018),10-11 Dec 2018, Amsterdam, 
The Netherlands, Conf. Proc., https://www.teaconference.org/. 
arXiv:1905.04985. 

[17]   M. Durcheva et al., "Innovations in teaching and assessment of 
engineering courses, supported by authentication and authorship 
analysis system", The 45th conference AMEE'19, AIP Conf. Proc. 
2172, 040004 (2019); https://doi.org/10.1063/1.5133514.  

[18]    J. M. Azevedo, E.P. Oliveira, P.D. Beites, "How Do Mathematics 
Teachers in Higher Education Look at E-assessment with 
Multiple-Choice Questions", International Conference on Computer 
Supported Education, 2017, DOI:10.21913/IJEI.V3I2.165. 

[19]    S. Zegowitz, "Evaluating the use of e-assessment in a first-year 
pure mathematics module", Preprint, 2022, 
https://arxiv.org/pdf/1908.01028.pdf. 

[20]   S. Trenholm, "An investigation of assessment in fully 
asynchronous online math courses", The International Journal for 
Educational Integrity, 3', 2007, DOI:10.21913/IJEI.V3I2.165. 

[21]     STACK, https://stack-assessment.org. 

[22]     WebAssign,  https://webassign.com. 

[23]    WeBWorK, https://webwork.maa.org.  

[24]     Numbas. https://www.numbas.org.uk. 

[25]  C. J. Sangwin, Computer Aided Assessment of Mathematics. 
Oxford: Oxford University Press, 2013. 

[26]  D. Serhan and F. Almeqdadi, “Students’ perceptions of using 
MyMathLab and WebAssign in mathematics classroom", 
International Journal of Technology in Education and Science (IJTES), 
vol. 4, no.1, pp. 12-17, 2020. 

[27]     A. G. d’Entremont, P. J. Walls,  P. A. Cripton, "Student Feedback 
and Problem Development for WeBWorK in a Second-Year 
Mechanical Engineering Program". Proc. 2017 Canadian 
Engineering Education Association (CEEA17) Conf. 

[28]     V. Challis, R. Cook, and P. Anand, "Priming Numbas for formative 
assessment in a first-year mathematics unit", In Gregory, S., 
Warburton, S. & Schier, M. (Eds.), Back to the Future – ASCILITE 
‘21. Proc. ASCILITE 2021 in Armidale (pp. 313–318), (2021), 
https://doi.org/10.14742/ascilite2021.0145. 

[29]     Halomda. https://halomda.org. 

[30]   S. Kornstein, "Xpress Formula Editor and Symbolic 
Calculator", Mathematics Teacher, vol. 94, no. 5, May 2001. 

[31] P. Slobodsky, M. Durcheva, “E-assessment of Mathematics   
Courses using the Halomda Platform”, AIP Conf. Proc. 2939, 
050011, 2023, https://doi.org/10.1063/5.0178514. 

[32]  Y. Wardat, M. Tashtoush, R. AlAli, A. Jarrah, “ChatGPT: A 
revolutionary tool for teaching and learning mathematics”, 
Eurasia Journal of Mathematics, Science and Technology Education, vol. 
19, no. 7, em2286, 2023, https://doi.org/10.29333/ejmste/13272. 

[33]    S. Zhao, Y. Shen,  Z. Qi, "Research on ChatGPT-Driven Advanced 
Mathematics Course",  Academic Journal of Mathematical Sciences, 
vol. 4, no. 5, 2023, doi: 10.25236/AJMS.2023.040506. 

http://www.jenrs.com/
https://doi.org/10.7202/1055896ar
https://doi.org/10.1063/1.5082055
https://doi.org/10.1111/j.1467-8535.2008.00915.x
https://www.teaconference.org/
https://arxiv.org/pdf/1908.01028.pdf
https://doi.org/10.21913/IJEI.V3I2.165
https://stack-assessment.org/
https://webassign.com/
https://www.numbas.org.uk/
https://doi.org/10.14742/ascilite2021.0145
https://halomda.org/
https://doi.org/10.1063/5.0178514
https://doi.org/10.29333/ejmste/13272
https://dx.doi.org/10.25236/AJMS.2023.040506


  P. Slobodsky et al., Comprehensive E-learning 

www.jenrs.com                        Journal of Engineering Research and Sciences, 3(4): 10-19, 2024                                            19 

[34]  Rane, Nitin, "Enhancing Mathematical Capabilities through 
ChatGPT and Similar Generative Artificial Intelligence: Roles and 
Challenges in Solving Mathematical Problems", 2023,  
http://dx.doi.org/10.2139/ssrn.4603237. 

[35]   J. Velásquez-Henao, C.J. Franco-Cardona, L. Cadavid-Higuita, 
"Prompt Engineering: a methodology for optimizing interactions 
with AI-Language Models in the field of engineering", DYNA, 90 
(230), Especial Conmemoración 90 años, pp. 9-17, Nov 2023, ISSN 
0012-7353, DOI: https://doi.org/10.15446/dyna.v90n230.111700. 

[36]    P. Slobodsky, A. Shtarkman, A. Kouropatov, "The 
implementation of e-training and e-assessment system Math-
Xpres in development and practical use of system Math-Xpres in 
development and practical use of math courses at teachers’ 
colleges in Israel during the Corona times", (Unpublished 
communication), 2022.   

Copyright: This article is an open access article 
distributed under the terms and conditions of the 
Creative Commons Attribution (CC BY-SA) license 
(https://creativecommons.org/licenses/by-sa/4.0/). 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

http://www.jenrs.com/
https://creativecommons.org/licenses/by-sa/4.0/


 

www.jenrs.com                        Journal of Engineering Research and Sciences, 3(4): 20-31, 2024                                            20 

Received: 30 March, 2024, Revised: 14 April, 2024, Accepted: 15 April, 2024, Online: 30 April, 2024 

DOI: https://doi.org/10.55708/js0304003  

 

 

Numerical Analysis of Riverbank Slope Stability Considering 
Rainfall, Vegetation and Water Level Fluctuation 
Md Tanvir Ahsan1 , Ji-Peng Wang1, Saidov Mirzo Sibgatullovich2, Abdelali Dadda1*, Salikhov Farid 
Salokhiddinovich3 
1 School of Civil Engineering, Shandong University, Jingshi Road 17922, Jinan 250061, China 
2  Department of Hydrogeology and Engineering Geology, Tajik National University, 734025, Dushanbe, Rudaki Ave.,Tajikistan 
3  Doctor of Geological and Mineralogical Sciences, Branch of Moscow State University named after M.V. Lomonosov, Dushanbe, Tajikistan 
*Corresponding author: Abdelali Dadda, Email: abdelali.dadda@sdu.edu.cn 

ABSTRACT: The occurrence of landslides and slope instability along riparian zones has been a 
recurrent phenomenon of substantial concern globally. This paper presents a comprehensive 
investigation of riverbank slope stability utilizing soils from the Yellow River in China, with a 
particular emphasis on the effects of water level fluctuations, precipitation, and vegetation. The 
research examines the interplay of multiple factors influencing slope stability by integrating empirical 
data from laboratory testing with numerical analysis using Plaxis3D. Salient findings indicate that 
vegetation significantly enhances riverbank slope stabilization, especially during precipitation events, 
and that water level fluctuations profoundly impact the mechanical behavior and integrity of riverbank 
slopes, particularly during rapid drawdown stages. The study underscores the significance of these 
aspects in riverbank protection and infrastructure development. Despite the rigorous methodology 
employed, the work acknowledges limitations in numerical modeling and laboratory test scale, 
highlighting the necessity for more advanced research in geotechnical engineering. 

KEYWORDS: Slope stability, Rainfall & Vegetation, Rapid drawdown, Plaxis3D 

1. Introduction  

Slope stability is a widespread and essential topic in 
engineering fields. Landslides and debris flows caused by 
slope instability often result in significant socioeconomic 
consequences and a significant loss of life [1]. The stability 
of riverbank slopes is crucial for maintaining the natural 
balance of riverine ecosystems and protecting human 
infrastructure located near streams and rivers. The 
gradual wearing away of riverbanks in multiple locations 
has a growing influence on the livelihoods of those who 
live near these sites. The stability of a slope can be 
influenced by factors such as the shape of the 
embankment, changes in water levels, and the properties 
of the soil [2]. The influencing factors of slope instability 
mainly include internal factors and external (induced) 
factors. Among them, internal factors can be summarized 
as geological factors, slope rock and soil properties, slope 
shape, groundwater, etc.; external factors mainly include 
climatic conditions (rainfall, temperature), earthquakes, 
human activities, etc. [3–5]. Regarding the influence of 
slope stability, various factors do not act independently, 

but are interrelated, promote each other, and can even 
transform into each other under certain conditions. 

The stability of riverbank slopes in China, particularly 
along the Yellow and Yangtze Rivers, is profoundly 
influenced by precipitation and water level drawdown. 
Research has indicated that these conditions can 
precipitate landslides, especially in the Three Gorges 
Reservoir region [6]. Reservoir levels and precipitation 
have a significant impact on landslide stability, with 
fluctuations in reservoir levels being the primary 
influencing factor [7]. The reactivation of significant 
landslides caused by changes in reservoir levels has been 
documented, such as the Dasha landslide [8]. An analysis 
has been conducted on the weakening of soil sliding zones 
in accumulation landslides produced by rainfall 
infiltration, emphasizing the gradual development of 
failure in such scenarios [9]. 

Precipitation is a primary driver of slope instability 
[10], impacting riverbank stability through erosion, pore 
water pressure changes, and soil saturation [11]. Intense or 
prolonged rainfall events can trigger landslides and slope 
failures, compromising the structural integrity of 
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riverbanks [12]. The temporal and spatial distribution of 
precipitation, as well as antecedent soil moisture 
conditions, significantly affect the susceptibility of 
riverbanks to instability. Analyzing the rainfall patterns 
and their correlation with slope failures is crucial for 
developing predictive models and early warning systems 
[13]. 

A range of physical model experiments have been 
conducted to investigate the failure mechanisms of soil 
slopes. Rawat [14] studied the behavior of nailed soil 
slopes under surcharge loading, finding that the 
inclination of the nails significantly influenced the load 
carrying capacity. In [15], the authors conducted 
centrifuge model tests to analyze the deformation and 
failure processes of soil slopes, introducing the concept of 
a shear zone to describe the failure process. The research 
in [16], showed the importance of considering the stability 
of unsaturated soil slopes under random rainfall patterns. 
Since field tests are usually expensive and take a long time, 
some scholars use indoor model tests to study landslides. 
Among them, some scholars conducted centrifuge model 
tests through self-developed centrifuge airborne rainfall 
simulation devices to study slope stability under rainfall 
conditions. In [15], the researchers further explored the 
mechanisms of gradual riverbank collapses, emphasizing 
the role of seepage exit gradient and the development of 
partial infiltration failures. A systematic review by [17], 
identified various control practices for soil erosion in 
Asian agricultural land, including those related to rainfall 
and soil slope. In [18], the authors conducted a study on 
slopes with and without vertical joints. Three types of 
indoor physical model tests were conducted to study the 
effects of different rainfall patterns and different slope 
structures on the deformation and failure process. In [19], 
the authors took the Pengshan landslide in Zhejiang 
Province as a prototype and obtained the influence of 
rainfall intensity and weak interlayer thickness on slope 
stability based on experimental monitoring data such as 
pore pressure, earth pressure and slope deformation. 

Vegetation plays a dual role in riverbank stability. On 
one hand, plant roots contribute to slope stabilization by 
binding soil particles and enhancing cohesion [20]. On the 
other hand, vegetation can influence slope stability 
negatively if it impedes water drainage or introduces 
additional loads during extreme weather events. The type, 
density, and health of vegetation are critical factors in 
understanding their impact on riverbank stability [21]. 
Incorporating vegetation dynamics into stability models is 
essential for accurate assessments of the overall stability 
conditions. Various studies have examined the influence 
of vegetation on the stability of soil slopes. In [22] and [23], 
the authors both highlight the dual role of vegetation in 
influencing slope stability, through changes in soil 
moisture and root reinforcement. In [24] and [25], the 
authors further emphasize the mechanical and 

hydrological effects of vegetation, with Cecconi [24] 
specifically focusing on the positive mechanical effect of 
deep-rooted grass plants. In [26], the authors highlighted 
vegetation enhances rainfall infiltration and decreases 
runoff, reducing slope stability and surficial erosion. Plant 
transpiration induces higher suctions and hence slope 
stability. The effect of vegetation in creating dryer soil 
conditions is more significant than the orientation effect. 
These studies collectively underscore the significant 
potential of vegetation in stabilizing soil slopes, and the 
need for further research to develop reliable field data and 
models to support this. 

Several studies have examined the stability of 
riverbank slopes using numerical analysis. In[27] and [2], 
the authors employed finite element methods to evaluate 
the influence of water level fluctuations and soil 
characteristics on slope stability. Zaw's research 
concentrated on rapid drawdown, whereas Haque's study 
encompassed different embankment conditions. In a 
study on a riverbank in Malaysia, GeoStudio was 
employed to model the riverbank based on borehole log 
reports and other data. The findings highlight that 
drawdown events significantly impact slope riverbank 
stability, as evidenced by the fluctuating Factor of Safety 
values during and after these events [28]. A new contact 
element model is introduced to simulate the contact 
friction state on the slide surface, which led to a more 
accurate analysis of slope stability [29]. Li furthered this 
work by examining the influence factors, failure modes, 
and dynamic stability of layered rock slopes under seismic 
action [30].  

A number of studies have utilized both Limit 
Equilibrium Method (LEM) and Finite Element Method 
(FEM) in analyzing slope stability. In [31], the authors 
discovered that the Limit Equilibrium Method (LEM) 
typically provides a greater factor of safety compared to 
the Finite Element Method (FEM). Both approaches 
exhibit a reduction in factor of safety as water level rises. 
In [32], the researchers pointed out the constraints of LEM 
and FEM for examining slopes containing clay-rock 
combinations, recommending the utilization of the 
discrete element approach as an alternative. In [33], the 
authors observed that FEM yielded higher factor of safety 
values compared to other approaches, however both 
methods showed identical critical slip surface shapes and 
locations. In [34], the authors suggested a technique that 
integrates Finite Element Method (FEM) with Limit 
Equilibrium Method (LEM) to account for the impact of 
slope deformation on stability. Recent years have 
witnessed notable progress in the field of slope stability in 
civil engineering, especially in the enhancement of 
analysis methods. In [35], the authors discusses the 
development of deterministic and probabilistic methods, 
whereas In [36], the authors contrasts the classical limit 
equilibrium method with the finite element method.  
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Understanding the complex interactions among the 
aforementioned factors is essential for effective riverbank 
management, environmental conservation, and risk 
mitigation. Studying methods to manage riverbank 
erosion is crucial for establishing priorities for erosion 
control and enhancing livelihood resilience. It is 
imperative to comprehend erosion management 
techniques and apply them in marginalized regions to aid 
riverine communities in combating riverbank erosion [37, 
38].  

This study focuses on the geotechnical aspects of slope 
stability, specifically targeting the alluvial silt slopes of the 
Yellow River. It encompasses an experimental setup and 
data collection, numerical modeling, and a comprehensive 
analysis of findings. The research is intended to contribute 
to the broader field of geotechnical engineering, 
specifically in the context of riverbank erosion and 
environmental conservation. This research aims to analyze 
riverbank slope stability by examining the impact of 
rainfall, vegetation, and water level fluctuations which in 
this case rapid drawdown.  By using empirical data from 
laboratory experiments. This research seeks to use 
Plaxis3D for numerical analysis to connect theoretical 
models and empirical observations, in order to gain a 
thorough understanding of riverbank dynamics. 

• This research will use laboratory experiments to 
quantitatively study the impact of rainfall on bare and 
vegetated soil slopes. The investigation includes 
replicating rainfall conditions and assessing their 
effect on soil slope. Using this empirical approach will 
improve the dependability of the numerical models 
created in Plaxis3D, resulting in a more precise 
forecast of slope performance in various rainfall 
conditions. 

• The research also critically examines the impact of 
vegetation on slope stability. Laboratory tests will be 
conducted to analyze the impact of plants on soil 
strength and erosion resistance. The data obtained 
from the experiment will offer vital insights into the 
relationship between plant roots and soil under 
different environmental circumstances. This mission 
seeks to explore the strategic utilization of vegetation 
to strengthen riverbank slopes. 

• Variations in water levels such as rapid drawdown in 
this case can greatly affect the mechanical 
characteristics of riverbank soils. The project aims to 
forecast the influence of variations on slope stability 
using Plaxis3D, providing valuable insights for 
riverbank management and infrastructure building 
near water bodies. 

• Thorough integration of numerical and empirical 
data, the main objective of this research is to combine 
numerical modeling with empirical data. The project 

will provide a more detailed knowledge of the 
elements affecting riverbank stability by integrating 
the results of Plaxis3D simulations with laboratory 
observations. This comprehensive method will help 
create more precise and dependable predictive 
models. 

2. Methodology 

2.1. Laboratory Test 

2.1.1. Slope model design 

The Yellow River alluvial silt slope model was 
designed based on comprehensive experimental research 
purposes, research objects, model production operability 
and the layout of various monitoring devices. The design 
size of the slope model is 3m × 1.5m × 1.2m (length × width 
× height), the slope top platform is 1m long, and the slope 
ratio is 1:1. For vegetated slope the same dimensions has 
been used. 

 
Figure 1: slope diagram and lab model 

2.1.2. Rainfall Simulation System 

     The NLJY-10 artificial simulated rainfall system, used 
in the experiment, consists of several components: a 
rainfall rack measuring 4.0m x 3.0m x 3.2m (length × width 
× height), a 1000L water tank with a control valve and inlet 
pipe, a self-priming pump with a 5.5m³/h flow rate, a 20m 
head, 2214r/min rotation speed, and 0.75KW power, and a 
network of water pipes. The system's control center is fully 
automated, displaying rain intensity, operation status, 
pressure, countdown, and integrating all power control 
functions. It operates in DCS mode and can create rain 
pattern project files for automatic control of varying rain 
intensities over time. The system's rain intensity can be 
adjusted with a precision of 5%, and it can simulate rain 
intensities ranging from 5mm/h to 240mm/h. For this 
research 30mm/h rainfall is used. 

Figure 2: Artificial simulated rainfall system 

2.1.3. Monitoring System 

The experimental setup for monitoring soil and slope 
stability includes various sensors and a data collector. 
TDR-315N Soil Volumetric Moisture Sensor to measures 

http://www.jenrs.com/


  M.T. Ahsan et al., Numerical Analysis of Riverbank Slope 

www.jenrs.com                        Journal of Engineering Research and Sciences, 3(4): 20-31, 2024                                            23 

soil moisture content. TEROS-21 for continuously 
monitoring soil water potential in real-time. SPWP50 Pore 
Water Pressure Sensor to measures soil pore water 
pressure. SPS-BOX Soil Pressure Sensor, it measures earth 
pressure within a specified range and is capable of 
operating in saturated water conditions. CR350 Data 
Collector, A low-power device used for measuring 
sensors, analyzing, and storing data. A laser scanner is 
used to get the deformation map. Additionally, a camera 
with automatic continuous shooting is set to capture 
images every 8 seconds, providing real-time monitoring of 
slope deformation and damage during rainfall. This 
comprehensive setup allows for detailed observation and 
analysis of soil behavior and achieve real-time monitoring 
and recording of slope deformation and damage during 
rainfall. 

2.1.4. Test preparation and process 

Preparing and evaluating a slope model in soil 
engineering requires following a series of essential 
processes: 

• Soil Sample Preparation: The soil is sieved to eliminate 
impurities and combined with water beyond the ideal 
moisture level to compensate for evaporation. The soil 
is uniformly soaked, mixed, packaged, and sealed for 
48 hours to guarantee consistent moisture 
distribution. 

• Slope Model Filling: The slope is built with 12 layers, 
each 10cm deep, employing a method of compacting 
layers to reach a density of 95%. Particular attention is 
given to limits, corners, and the installation of 
monitoring sensors. Following compaction, the slope 
is manually trimmed to a 1:1 slope ratio and then 
covered with plastic sheeting for 3 days to allow for 
moisture equalization. 

• Test Process: Before testing, all 35 sensors and data 
collectors are checked for proper functioning. 
Cameras and lights are adjusted for optimal visibility, 
and the rainfall control system is set up. The test 
involves simulating 30mm/h rainfall until the slope 
becomes unstable and collapses, closely monitoring 
the process throughout. 

2.2. Finite element modeling 

Plaxis is a program that utilizes the finite element 
method to conduct numerical computations for 
geotechnical issues such as deformation, consolidation, 
stability, and flow studies. Plaxis allows users to simulate 
excavations, create structures, and apply loading and 
unloading to the soil in various phases, mirroring real-
world projects [39]. The characteristics in Plaxis facilitate a 
well-suited modeling procedure. The laboratory model 
findings are being compared with the results obtained by 
PLAXIS3D. This process involves dividing the soil into 

smaller parts for analysis. The equilibrium equations can 
be solved from the nodes of the elements  [40]. At each 
time step, the equations for individual smaller elements 
are solved and then combined to estimate the solution for 
the overall complex model. PLAXIS is a popular Finite 
Element Method (FEM) tool used for analyzing soils and 
groundwater movement [41]. It is known for being easy to 
use while also being able to simulate many real-world 
aspects. The research utilizes Plaxis3D for several 
purposes such as initial stress generation, plastic 
calculations, fully coupled flow-deformation analysis, and 
safety calculations. PLAXIS can perform a flow-
deformation analysis to address the interaction between 
deformations, consolidation, and groundwater flow 
simultaneously in a single phase. The software is utilized 
to simulate the overall stability of the slope model. The 
objective is to assess the observation during the laboratory 
slope model test. 

2.2.1. Geometry and mesh 

Following the completion of the slope model test, we 
have now transitioned into a critical phase where the 
acquired data is being applied for numerical modeling 
using Plaxis 3D. To provide a detailed perspective, the 
physical slope model, which served as the source of 
experiment data, was used for designing with precise 
dimensions. The overall structure measured 3 meters in 
length, 1.5 meters in width, and 1.2 meters in height. The 
slope top platform is 1m long. Another critical aspect of 
the model was its slope ratio, which was set at a 1:1 
gradient. This ratio, indicating a 45-degree angle, was 
selected to study the slope stability under a relatively steep 
condition. The initial slope model in Plaxis is showed in 
the following figure, 

 

Figure 3: Slope model diagram 

Mesh creation occurs next in Plaxis when the modeling 
phase is finished and the input parameters are set. In 
Plaxis, the term "mesh" refers to the process of breaking 
down the modeled soil and structure into smaller, finite 
components to create a structure that resembles a grid. The 
finite element analysis is built upon this mesh. More 
processing power and time are needed for more detailed 
results. The graphic displays the created mesh is shown in 
figure 4. 

2.2.2. Parameters 

The Mohr-Coulomb material model is used for the soil 
and also the Van Genuchten function was used in Plaxis 
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finite element analysis software to investigate soil 
behavior and water retention properties. The 
characteristics are obtained from the laboratory analysis of 
the Yellow River alluvial silt. The precise values for these 
parameters were entered into Plaxis and are outlined in 
the table 1. This method guarantees that the soil analysis 
is accurate and feasible. 

 

Figure 4: Mesh for the slope model 

Table 1: Input parameters for the silty fine sand 

Silty Fine Sand 
Property Value Unit 

Saturated Unit 
Weight, γsat 

20.51 KN/m³ 

Dry unit weight, γd 16.58 KN/m³ 
Void ratio 0.649 

 

Porosity 39.388 % 
Cohesion 4.5 KPa 
Friction angle 34.7 

 

Permeability 2.34144 m/day 
Poisson's ratio 0.3 

 

Young's Modulus 32500 KN/m² 
Rainfall 30 mm/h 
Saturation 25 % 
Node tensile strength 29.72 MPa 

2.2.3. Boundary condition 

Establishing suitable boundary conditions is an 
essential step in the modeling procedure. In this particular 
case, where glass covers the slope box model, establishing 
suitable boundary conditions is also essential. To 
represent the enclosure of the model, five closed boundary 
conditions are used, which effectively restrict the flow of 
materials and forces through these barriers. This 
configuration closely resembles the situation that occurs in 
real life when the slope is limited inside a model box. 
Where the slope material interacts with the model box, an 
interface condition is also applied. In order to accurately 
simulate the interaction between the slope material and its 
container, which affects things like friction and movement 
at the border, this is crucial. Three boundary conditions 
are set on top of the slope model to imitate infiltration 
during rains. These prerequisites are essential for correctly 
simulating the effects of precipitation-derived water on 
soil, especially with regard to soil stability and behavior. 
Figure 5 displays the created model following the 
boundary condition. 

 

Figure 5: Applied boundary condition 

2.2.4. Vegetation inputs 

During the modeling process, node-to-node anchors 
were used to replicate the existence of plants on the slope. 
This method effectively demonstrates how plant or tree 
roots can strengthen soil and enhance slope stability. 153 
nodes were arranged in this configuration, each 
positioned 10 centimeters apart, with a tensile strength of 
29.72 MPa for shrubs [42]. The nodes are elastoplastic 
model with an EA of 29.72*103 KN. During the calculations 
the maximum stress value on the node is 28.15 MPa, that’s 
below the plastic limit of the node anchors, indicating that 
the stress is within the material's elastic range and thus 
within safe operational limits. This configuration of nodes, 
evenly spaced, guarantees a continuous depiction of 
vegetation along the incline. The node-to-node anchor 
system functions similarly to roots, offering extra support 
and resistance to soil movement. This is crucial for 
assessing how vegetation affects the slope's stability. The 
nodes on the slope model are can be seen in the figure 6. 

 

Figure 6: Distributed node anchors on the slope 

2.2.5. Drawdown condition 

The Plaxis model simulates a specific water level 
fluctuation in the flow condition scenario to analyze the 
impact of rapid drawdown on the slope. The model is 
initially set with a water level of 0.8 meters to simulate a 
high-water scenario. This simulation focuses on the swift 
decrease of the water level, which is intended to rapidly 
go from 0.8 meters to 0.4 meters. The quick decline will last 
for around 6 hours, allowing for a realistic evaluation of 
the slope's reaction to the sudden water level shift. This 
brief timeframe is crucial for grasping the immediate 
impact on the slope's stability, since swift drawdown 
conditions can greatly change the stress distribution 
within the slope, possibly resulting in instability or failure. 
Plaxis model showing the water level is illustrated in the 
figure 7. 
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Figure 7: Assigned water level on the slope model 

2.2.6. Phases 

The Plaxis model was constructed in stages to simulate 
various situations and examine their effects on the slope's 
stability: 

• Initial Phase: The calculation type was set to 'gravity 
loading' for this phase. This setting is important for 
establishing the initial stress conditions in the model, 
simulating the natural gravitational forces acting on 
the slope. 

• Safety Phase: This phase was included to determine 
the initial factor of safety. Setting up a safety phase 
helps in assessing the stability of the slope under the 
initial, undisturbed conditions. 

• Rainfall Phase: The time for this phase was set to 0.3 
days, simulating an 8-hour rainfall event. The 
calculation type was 'Fully coupled flow deformation 
(FCFD)', a crucial setting for realistically simulating 
the interaction between the soil and the water flow 
during heavy precipitation. The rainfall intensity was 
set at 0.72 meters per day (equivalent to 30mm per 
hour), to mimic a significant rainfall event. 

• Safety Phase for Rainfall Analysis: Following the 
rainfall simulation, another safety phase was set to 
analyze the factor of safety of the model after the 
rainfall. This helps in understanding how the slope's 
stability is affected by the added water from the 
rainfall. Ignored suction has been used for this phase. 

• Drawdown Analysis: The calculation type for this 
phase was again 'fully coupled flow deformation 
(FCFD)'. Precipitation was turned off, and the model 
was adjusted to simulate a water level of 0.8 meters. 
This setup is used to allow the model to experience 
drawdown by assigning a flow function that reduces 
the water head to 0.4 meters, replicating a rapid 
decrease in water level. 

• Safety Phase for Drawdown: Finally, a safety phase 
was set to analyze the factor of safety for the 
drawdown analysis. Ignored suction has been used 
for this phase. This phase is critical for evaluating the 
stability of the slope post-drawdown, an essential 
aspect in understanding the impacts of rapid changes 
in water level on slope stability. 

Each of these phases plays a vital role in 
comprehensively analyzing the different aspects that 
affect the stability of the slope, from initial conditions to 
extreme weather events and rapid environmental 
changes.   

3. Results 

3.1. Initial stage 

In the initial phase of the analysis, it is observed how 
the land is shifting or changing shape. The image clearly 
shows this happening at the bottom end of the slope. This 
is common because the toe of a slope often bears a lot of 
the load and is where movement typically starts if things 
are going to shift. It's a critical zone where initial 
movements are most likely to be detected. Numerically, 
the factor of safety is calculated to be 3.22 with gravity 
loading. When assessing the vegetated slope, the analysis 
follows a similar pattern of stability. However, there is a 
slight increase in the numerical value of the factor of 
safety, recorded at 3.3. This increment, although marginal, 
suggests a slightly enhanced stability in the vegetated area 
compared to the non-vegetated section. The displacement 
prediction and safety factor comparison for the initial 
safety phase is show in the figure 8. 

 

Figure 8: Initial Safety factor phase displacement 

 

Figure 9: initial phase safety factor comparison 

3.2. Effect of rainfall 

For bare soil, during the 30mm/h rainfall phase of the 
analysis, observations confirm the initial predictions: the 
displacement indeed begins at the slope toe. As the rainfall 
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continues, this deformation isn't just confined to the 
bottom; it gradually works its way up the slope. Can be 
seen in the figure 10. The maximum calculated 
displacement of the slope is 14.7mm. This progression is 
typical when the lower portions of a slope become 
saturated and less stable, causing the upper sections to 
also become more susceptible to movement. Although 
from the laser scanner, the observed displacement during 
the experiment were much larger varying from 10mm to 
0.21m with a mean displacement of 82mm. This disparity 
suggests that while the Mohr-Coulomb model(MCM) 
provides a foundational understanding, it may benefit 
from refinement. The incorporation of a different behavior 
law, such as the Hardening Soil Model (HSM), could 
potentially offer a more precise evaluation of slope 
displacement. The HSM, which accounts for soil 
hardening under loading and unloading conditions, 
might provide a closer alignment between the numerical 
predictions and the observed data. A brief analysis with 
HS model has been done to confirm this theory. The 
maximum displacement in this analysis is 51.2mm, which 
is higher than the displacement calculated using the MC 
model. It is also close to the mean displacement observed 
with the laser scanner shown in figure 12. 

 

  (a)   (b) 

Figure 10: displacement profile during the rainfall (FCFD) phase 
where (a) beginning of the phase, (b) end of the phase. 

 

Figure 11: HS model displacement during rainfall (FCFD) phase 

The deviatoric strain diagram included in the figure 13 
and 14 serves as a detailed visual cue for understanding 
the shear strain within the landslide body. Essentially, this 
diagram offers a map of how the soil within the slope is 
being distorted by the shear forces at play. The size of the 
shapes in the diagram correlates to the magnitude of shear 
strain—the larger the shape, the greater the strain. 
Meanwhile, the area covered by these shapes gives us an 
idea of where a potential landslide might occur, indicating 
the probable extent and reach of the sliding surface. 

 

Figure 12: Contour point cloud from laser scanner 

 

 

Figure 13: Displacement during rainfall (FCFD) phase. 

 

Figure 14: Incremental distribution diagram of slope deviator strain. 

The patterns of displacement and deformation 
observed during the rainfall (FCFD) phase align with the 
actual erosion seen in the slope model box that can be seen 
in the laser scanner diagram from figure 12. The 
progression of movement starting from the slope toe and 
advancing upward reflects the real-life erosion process can 
be seen in figure 10. It is comparable with the beginning of 
the phase to the orange line in figure 12 that is beginning 
of the deformation observed during the experiment. The 
deviatoric strain diagram provided a predictive insight 
into the slope's response to rainfall (shown in figure 15), 
which turned out to be consistent with the physical 
erosion seen in the model box. 
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Figure 15: laboratory slope erosion during rainfall 

During the rainfall phase, the factor of safety is 
calculated to be 1.007 as shown in figure 16. A huge drop 
from the initial phase. the factor of safety value of 1.007 
observed during the rainfall phase indicates that the slope 
is barely stable, existing in a state of near-equilibrium. This 
value represents a precarious balance, where the strength 
of the slope is only slightly greater than the applied 
stresses. Given this marginal stability, it's understandable 
why a collapse occurred during the experiment. The 
rainfall introduces additional variables that negatively 
impact slope stability, such as reducing soil strength and 
increasing weight through saturation. These factors, 
combined with the already minimal safety margin, make 
the slope highly susceptible to failure. 

 
Figure 16: Rainfall phase safety factor comparison. 

For vegetated soil, the numerical model indicated 
minimal displacement during the rainfall phase, which 
aligns well with the actual experimental observations. 
Also, the safety factor increased to 2.86. The calculated 
maximum displacement is 5.2mm, more than 64% 
decrease from the bare soil analysis.  This suggests that the 
vegetation effectively reinforced the soil, through root 
systems that helped to bind the soil particles together and 
distribute the water flow, mitigating the impact of erosion. 

The study combined practical experiments and 
numerical analysis to explore the behavior of pore water 
pressure (PWP) at various locations. Utilizing sensors, 
PWP data was gathered, revealing noticeable variations 
across different points. Specifically, the maximum PWP 
values recorded by different sensors for bare soil were 4.5, 
1.3, 3.8, 0.16, 0.06, 1.28, 0.04, and 0.45, respectively. A 
notable finding was that the sensor placed mid-slope 

registered a maximum PWP of 3.8 kPa. This result was 
particularly interesting because it closely aligned with the 
peak values predicted by our numerical model, shown in 
figure 18. For vegetated soil, the sensor data for maximum 
pwp were 4.89, 5.16, 6.11, 6.20, 1.75, 1.54, 2.14 and 1.36, 
respectively. The simulated value that closely aligned with 
the data is 1.68 kPa and 1.74 kPa, shown in figure 19. The 
observations also indicated that the numerical model 
tended to simplify the complexity of real-world data. This 
simplification was evident in the formation of a linear 
curve in the model, contrasting with the more varied 
readings from the physical sensors. 

 
Figure 17: Displacement during rainfall (FCFD) for vegetation induced 

slope. 

 
Figure 18: Bare soil pore water pressure comparison. 

 
Figure 19: Vegetated soil pore water pressure comparison. 

From the sensors volumetric water content data was 
also gathered. For bare soil, the max value was ranged 
between 35.1% to 41.5%. From numerical model the max 
value was 40%, as shown in figure 20 compared to one 
sensor data. For vegetated soil, max sensor data ranged 
between 38.8% to 40.9%. numerical model for both MC 
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model and HS model gave similar assumption. So it is 
showed as one, as shown in figure 21. 

 
Figure 20: Bare soil volumetric water content comparison. 

 
Figure 21: Vegetated soil volumetric water content comparison. 

3.3. Effect of rapid drawdown 

During the rapid drawdown phase, where the water 
level dropped 0.4 meters over a period of 8 hours, the 
slope exhibited a distinct pattern of displacement. The 
maximum displacement occurring in the middle of the 
slope is a critical observation. This indicates that the 
middle section was the most affected by the changes in 
water level, a phenomenon that can be attributed to the 
rapid reduction in water pressure and the consequent loss 
of support for the soil particles. 

 
(a)    (b) 

Figure 22: Displacement during drawdown fully coupled flow 
deformation phase for (a) bare soil and (b) vegetated soil. 

After the rapid drawdown phase, the factor of safety 
calculated for the slope is 1.3 without vegetation and 2.39 
with vegetation. 

 
Figure 23: Drawdown phase safety factor comparison. 

4. Discussion 

The main goal of this study was to investigate 
riverbank slope stability dynamics, with a specific focus 
on the impact of water level changes, rainfall, and 
vegetation. The completion was made by combining 
empirical data from laboratory experiments with 
numerical analysis using Plaxis 3D. The methodologies 
offered a thorough understanding of the complex 
interactions among different natural factors and how they 
together affect slope stability. 

In the initial phase, the analysis depicted a noticeable 
shift in the landform, especially at the slope's bottom end, 
a region typically subjected to significant load and the 
starting point of movement in case of any instability. The 
factor of safety was calculated to be 3.22, indicating a 
stable condition at this stage for gravity loading. For 
vegetated soil, the factor of safety was slightly higher at 
3.3, suggesting that vegetation contributes to the slope's 
overall stability. 

Later, the investigation indicated that during the 
rainfall phase, displacement started at the slope toe for 
bare soil. The deformation pattern, beginning at the 
bottom parts and progressing upwards, corresponds with 
common reactions to moisture caused by rainfall. The 
deviatoric strain diagram offered a good depiction of 
shear strain in the slope, providing predictive information 
about possible landslide locations. During the observation 
from the experiment, the diagram closely matches the 
displacement of the slope. Although from the laser data it 
can be seen that the actual displacement value was much 
higher during the experiment than simulation. Later using 
the Hardening Soil Model, the displacement was higher 
and close to the laser data than the Mohr-Coulomb Model 
analysis. The hardening soil model, accounting for non-
linear soil behavior and changes in stiffness under 
different load conditions, offers a more realistic 
representation of how soil behaves in real-world 
scenarios. This contrasts with the simpler, linear approach 
of the Mohr-Coulomb model, which doesn't fully capture 
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complexities like strain hardening or pressure effects on 
soil strength.  Displacement during the plaxis simulation 
for vegetated soil decreased by over 64%. The laser cannot 
scan the soil below the vegetation, that’s why it was not 
used during this experiment. But the plaxis displacement 
shows the correlation observed during the vegetated slope 
experiment. For further confirmation, the factor of safety 
in this phase is 2.86 whereas for bare soil factor of safety is 
1, which shows highlights of the critical role of vegetation 
in reinforcing slope stability under heavy rain conditions. 
A factor of safety of 1 for bare soil suggests that the slope's 
strength is just enough to counteract the applied stresses, 
signifying a threshold condition where any additional 
stress could lead to failure such as rainfall in this case. In 
contrast, a factor of safety above 2 for vegetated slopes 
indicates a much more stable condition. 

In comparing the two slope models pore water 
pressure, it can be seen that the bare soil numerical 
presents somewhat consistent correlation between 
experimental data. However, the vegetated soil numerical 
data revealed a marked variance where notable 
fluctuations not captured by the smoother numerical 
model. While it is broadly following the trend, but may 
not account for certain complex transient conditions that 
are reflected in the experimental measurements. For 
volumetric water content, comparing the two graphs 
depicting volumetric water content over time, both 
illustrate a characteristic rapid increase followed by a 
plateau, indicative of approaching saturation. The 
numerical simulations slightly overestimate the 
volumetric water content in both. Despite the 
discrepancies, the consistency of the numerical predictions 
across both graphs supports their validity in capturing the 
overall trend of water content changes. 

During the rapid drawdown phase, where water levels 
decreased by 0.4 meters, revealed significant displacement 
patterns, particularly in the slope's middle section. This 
phenomenon is attributed to the rapid reduction in water 
pressure, resulting in less support for the soil particles and 
subsequent displacement. The factor of safety in this phase 
for bare soil calculated at 1.3 and 2.39 for vegetated soil. 
The vegetated soil's strength is more than double the stress 
acting on it, suggesting a robust level of stability. 
Vegetation, through its root systems, increases the shear 
strength of the soil, thereby enhancing its stability. 
Because the soil is enforced with vegetation, the 
deformation is minimum. 

The study's methodology, while robust, does 
encounter several limitations that could influence its 
internal and external validity. Plaxis inevitably involves 
simplifications and assumptions. These may not fully 
capture all nuances of real-world scenarios, such as 
accurate modeling of soil heterogeneity, root-soil 
interactions, and complex hydrological processes. The 

laboratory experiments conducted were on a smaller scale. 
When scaling up these results to real-world scenarios, 
there might be inaccuracies. The controlled environment 
of a laboratory cannot perfectly replicate the variable and 
often unpredictable natural conditions. 

The impact of factors like seasonal water level 
variations and rainfall patterns can differ significantly 
across various geographic regions. Thus, the study's 
findings may not encompass the full range of 
environmental conditions found in diverse settings. The 
study's approach to understanding the role of vegetation 
in slope stability may be somewhat generalized. The 
effects of vegetation can vary greatly depending on 
species, age, root structure, and health. These limitations 
highlight the need for cautious interpretation of the 
study's findings and suggest areas for further research to 
enhance the understanding and predictive capabilities of 
slope stability models under various environmental 
conditions. 

5. Conclusion 

The study examined the impact of water level 
fluctuations, rainfall, and vegetation on riverbank slope 
stability, offering vital insights into the intricate 
relationship among these natural elements. Empirical 
evidence and numerical research showed that vegetated 
slopes are more stable, especially during rains. The study 
verified the crucial function of vegetation in strengthening 
soil and reducing erosion, highlighting its significance in 
slope stability. The study also suggests that using 
hardened soil in the models yielded more accurate 
measurements in comparison to real-world data. This 
indicates the importance of considering soil hardening as 
a factor in predicting slope stability. This study also 
emphasizes the influence of water level rapid drawdown 
and precipitation patterns on slope stability. Quick 
changes in water levels, especially during drawdown 
phases, are important elements that affect the mechanical 
behavior and stability of riverbank slopes. 

The study is consistent with other research, 
highlighting the substantial influence of rainfall on slope 
instability. Nevertheless, it faces constraints because of the 
simplifications in the numerical model and the limited 
scope of laboratory experiments, which may not 
accurately reflect a wide range of real-world scenarios. 
The results emphasize the necessity for additional study in 
geotechnical engineering, particularly in enhancing 
modeling methods and comprehending the diverse effects 
of natural elements on slope stability. 
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ABSTRACT: Comorbidity is the co-existence of one or more diseases that occur concurrently or after 
the primary disease. Patients may have developed comorbidities for COVID-19 that cause harm to the 
patient’s organs. Besides, patients with existing comorbidities are at high risk, since mortality rates are 
strongly influenced by comorbidities or former health conditions. Therefore, we developed a 
computational and bioinformatics model to identify the comorbidities of COVID-19 utilizing 
transcriptome datasets of patient’s whole blood cells. In our model, we employed gene expression 
analysis to identify dysregulated genes and curated diseases from Gold Benchmark databases using 
the dysregulated genes. Subsequently, Tippett's Method is used for COVID-19’s P-value calculation, 
and according to the P-value, Euclidean distances are calculated between COVID-19 and the collected 
diseases. Then the collected diseases are ordered and clustered based on the Euclidean distance. Finally, 
comorbidities are selected from the top clusters based on a comprehensive literature search. Applying 
the model, we found that acute myelocytic leukemia, cancer of urinary tract, body weight changes, 
abdominal aortic aneurysm, kidney neoplasm, diabetes mellitus, and some other rare diseases have 
correlation with COVID-19 and many of them reveal as comorbidity. Since comorbidities are in 
conjunction with the primary disease, thus similar drugs and treatments can be used to recover both 
COVID-19 and its comorbidities by further research. We also proposed that this model can be further 
useful for detecting comorbidities of other diseases as well. 

KEYWORDS: COVID-19, Comorbidity Identification, Transcriptomic Data, Tippett's Method, 
Euclidean Distance 

 

1. Introduction 

COVID-19 is an infectious disease first reported in 
December 2019 in Wuhan, Hubei Province, China, caused 
by severe acute respiratory syndrome coronavirus 2 
(SARS-CoV-2). Through direct contact or droplets from 
the infected person's respiratory system, COVID-19 is 
spread between individuals [1], [2]. Consequently, 
COVID-19 has spread to almost all countries around the 
world, and on 11 March 2020, the World Health 
Organization (WHO) declared it a global pandemic. The 
WHO estimates that COVID-19 causes more than 180 
million confirmed cases and 4 million deaths worldwide. 

This death is often caused by the underlying comorbidities 
of COVID-19, and the severity of the disease is increased 
by these existing conditions, as the comorbidities are 
correlated with morbidity and mortality [3] — [5].  In 
addition, COVID-19 indirectly impacts damage to organ 
systems and organs of the human body, which is also 
resulting in death [6] — [9]. It is therefore vital to develop 
a computation-based approach that can detect the 
comorbidities of COVID-19 so that early protection, 
prevention, and treatment can be implemented. 

There have been several studies performed to identify 
COVID-19 comorbidities. In [10], the authors found that 
hypertension, diabetes, cardiovascular diseases, and 
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chronic kidney disease are the most common 
comorbidities of COVID-19. In [11], cardiovascular disease 
and chronic respiratory disease are the riskiest 
comorbidities observed by the authors. Another study 
performed in [12] and the authors showed that 
hypertension, diabetes, obstructive pulmonary disease, 
cardiovascular disease, and cerebrovascular disease are 
the risk factors associated with COVID-19. Moreover, 
according to [13], hypertension, chronic cardiovascular 
disease, diabetes, and chronic cerebrovascular disease 
have a high percentage in COVID-19 patients. Besides, in 
[14], the authors reported hypertension, diabetes mellitus, 
cerebrovascular, cardiovascular disease, kidney disease, 
etc. as comorbidities of COVID-19. A similar analysis by 
the authors of [15] also reported that hypertension, 
diabetes, obesity, asthma, etc. are the comorbidities in 
hospitalized COVID-19 patients. 

We found that a considerable number of works 
identifying the comorbidities of COVID-19 are based on 
literature-driven meta-analyses and some of them are 
discussed in the literature review section. Therefore, we 
have performed a computational and bioinformatics-
based approach to detect COVID-19’s comorbidities 

Our analysis was based on transcriptomic data derived 
from blood samples of COVID-19 patients and healthy 
individuals. Then we analyzed the dataset with the 
GEO2R (https://www.ncbi.nlm.nih.gov/geo/geo2r/) tool 
and identified up and down-regulated genes. As a result 
of these dysregulated genes, we compiled a list of 
associated diseases from Gold Benchmark databases. Then 
the P-value of COVID-19 is calculated, as described in the 
following sections. After that, Euclidean distance is used 
to measure how close the collected diseases are to COVID-
19. The Euclidean distances are calculated between 
COVID-19's P-value and the Gold Benchmark diseases’ P-
value. Consequently, the short Euclidean distances mean 
more proximity of diseases with COVID-19. Next, we 
organized the collected diseases in small to large orders 
according to the Euclidean distance. Then the diseases of 
similar Euclidean distance are clustered from top to 
bottom of the organized list. In our final step, we selected 
the comorbidity from the top clusters. 

The main contributions of our paper are as follows:  
• As a result of conducting our analysis on genetic 

data, we avoided the influences of literature-
driven type biases. 

• As we have used a transcriptomic dataset of the 
whole genome from the blood sample, some novel 
findings can potentially be revealed as the 
comorbidity of COVID-19. 

• Our pipeline is capable of generating automated 
results provided input dataset. 

• Finally, if the transcriptomic dataset exists, it is 
possible to apply the technique swiftly to different 
diseases. 

 The rest of the paper is structured as follows: Section II 
describes related previous works and their shortcomings; 
Section III depicts the proposed pipeline outlining our 
methodology and analysis. Section IV discusses the 
outcomes and validation. Section V concludes our paper 
and introduces future extensions of the work. 

2. Literature Review 

According to the World Health Organization, there 
have been 170,426,245 confirmed cases, including 
3,548,628 deaths due to the COVID-19 pandemic globally 
as of 1 June 2021. The number of infected people and 
deaths is increasing rapidly and this mortality, infection, 
and severity are getting more dangerous because of 
existing comorbidities and underlying health conditions 
[16] — [18]. Hence it is important to identify the 
comorbidities or risk factors to reduce severe COVID-19 
progression. Some COVID-19 comorbidities associated 
research works are presented as follows: 

A meta-analysis of the published global literature was 
conducted by the authors of [19] by combining clinical 
data with comorbidity details, they were able to identify 
significant COVID-19 comorbidities. They found chronic 
kidney disease, type-2 diabetes, malignancy, 
hypertension, cardiovascular disease, etc. as the most 
significant comorbidities associated with COVID-19; 
working with published articles and aggregated clinical 
cohort data there is a possibility of biases. 

By reviewing the literature the authors of [20] selected 
angiotensin-converting enzyme 2 (ACE2), 
transmembrane protease serine 2 (TMPRSS2), and basigin 
(BSG) as viral attack receptors and obtained PPI data from 
bioinformatics and system biology databases. They 
identified 59 proteins that interact with SARS-CoV-2 
proteins and using the identified proteins they collected 
diseases named as comorbidities from DisGeNet [21], 
OMIM [22], ClinVar [23], and PheGenI [24] databases. 
They also selected 79 diseases from a list of diseases that 
are associated with 30 proteins selected from 59 proteins 
and the selections are not clear. 

In [25], the authors explored the gene expression 
patterns from 30 array-based acute, chronic, and 
infectious gene expression datasets by meta-analysis. 
They observed the genes of the diseases are correlated 
and using literature mining they identified 78 genes 
which include receptors, and proteases of SARS-CoV-2 
pathogenesis. Their findings also indicated that COVID-
19 is susceptible to leukemia, nonalcoholic fatty liver 
disease, psoriasis, diabetes, and pulmonary arterial 
hypertension as comorbidities, through co-expression 
analysis of genes, pathways enrichment analysis, and 
significant enrichment of pathways. 

Using data from preexisting diagnoses and 
hospitalized COVID-19 patients, the authors of [26] 
identified COVID-19 risk factors using the UK Biobank. 
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Using logistic regression model, they estimated risks for 
each comorbidity from the existing comorbidities and 
found that males, people of black ethnicity, and no 
educational qualification people have a higher risk of 
COVID-19. 

A study by the authors of [27] attempted to relate 
COVID-19 to breast cancer, colon cancer, kidney cancer, 
liver cancer, bladder cancer, prostate cancer, thyroid 
cancer, and lung cancer. Their findings identified 
dysregulated genes, pathways, gene ontologies, and 
associations and interactions between cancers and 
COVID-19. They marked the cancers as comorbidities 
based on their association and interaction with COVID-19. 
Anteriorly they selected the diseases, then COVID-19 is 
associated with the selected diseases. 

In [28], the authors selected five illnesses: kidney, 
liver, diabetes, lung, and cardiovascular illness from the 
literature as comorbidities and examined their potential 
association with COVID-19. First, they identified the 
common genes of the comorbidities, then they conducted 
phenotype enrichment analysis and pathway enrichment 
analysis using the shared genes; they also identified 
common pathways between COVID-19 and the 
comorbidities and investigated the association of the 
pathways with COVID-19 itself. 

By the authors of [29], laboratory-confirmed COVID-
19 studies were meta-analyzed. In COVID-19 patients, the 
spread of comorbidities was evaluated, and the risk factor 
was identified. They found that older and male patients 
are more susceptible to COVID-19; also, they marked 
hypertension, diabetes, cardiovascular and followed by 
respiratory system diseases as prevalent risk factors from 
the literature. 

Based on pooled proportion, the authors of [30] 
performed a systematic review and meta-analysis of 
comorbidities prevalence, severity, and mortality 
concerning age, gender, and geographic areas. They 
observed a high prevalence of comorbidities in the USA, 
the highest severity in Asia with the highest mortality in 
Europe and Latin American region; chronic kidney 
disease is highly responsible for disease severity and 
cerebrovascular accident, chronic kidney disease, and 
cardiovascular disease for mortality of COVID-19 
patients. By reviewing the articles, they also got higher 
severity in female patients and mortality in older and 
male patients. 

We analyzed the COVID-19 dataset in a systematic 
way to figure out the comorbidity. 

P-value combination is very common in 
bioinformatics [31] and there are diverse methods for 
combining P-values from multiple statistical tests such as 
Brown’s Method [31], Fisher’s Method [32], Truncated 
Product Method [33], Stouffer’s Method [34], Tippett’s 
Method [35], Bonferroni Method [36], Weighted Z-test 
[37], Z-transform Test [38], Liptak Test [39], Sidak Test 
[40], Simes’ Test [40], Gamma Distribution [41] etc. For 

different situations and datasets, different methods are 
powerful and suitable [41]; in our case, Tippett’s Method 
is decent, and using Tippett’s Method we got COVID-19’s 
P-value. In later sections, a discussion about COVID-19’s 
P-value is there and after getting the P-value we did our 
further analysis. 

3. Methods and Analysis 

3.1. Covid-19 Dataset and Geo2r Analysis 

For our investigation, we collected the dataset from 
National Center for Biotechnology Information (NCBI) 
(https://www.ncbi.nlm.nih.gov/) with accession number 
GSE166552 which is a microarray dataset prepared from 
blood samples of COVID-19 patients and healthy people. 
Initially, we analyzed the gene expression dataset with a 
web-based GEO2R tool, setting force normalization [42], 
precision weight (vooma) [43], and Benjamini & Hochberg 
(False discovery rate) [44] and comparing the 
transcriptomic profile of infected and control samples 
incorporating GEOquery [45], limma [46], and umap [47] 
R packages. The dataset comprises columns such as gene 
ID, adjusted P-value, P-value, Log2 fold change (logFC), 
gene sequence, and gene symbol. It was observed that 
certain cells within the gene symbol column were 
identified as missing values. Consequently, data related to 
these missing gene symbols were filtered out during the 
preprocessing phase. After preprocessing the dataset, we 
worked on the following analysis. 

3.2. Dysregulated Genes and Disease Collection 

To identify the comorbidities, statistically significant 
dysregulated (up-regulated and down-regulated) genes 
( )DGs  are selected as follows: 

0 05 1 0
0 05 1 0

Up regulated ,P value . &log FC .
DGs

Down regulaed ,P value . &log FC .
− − ≤ ≥

=  − − ≤ ≤
    (1) 

Afterwards, more than 20,000 diseases associated with 
the selected DGs were obtained from several Gold 
Benchmark databases, including DisGeNET [21], ClinVar 
2019 [23], PheWeb 2019 [48], dbGap [49], OMIM Disease 
[50], OMIM Expanded [50], Rare Diseases AutoRIF 
ARCHS4 Predictions [51], Rare Diseases GeneRIF ARCHS4 
Predictions [51], Rare Diseases GeneRIF Gene Lists [51], 
Rare Diseases AutoRIF Gene Lists [51] and GWAS Catalog 
2019 [52]. 

3.3. Covid-19’s P-value Calculation 

The dataset used in this study was derived from 
COVID-19 patients and comprises a large number of genes 
with individual P-values. Our objective is to obtain a single 
P-value from the dataset representing the P-value of 
COVID-19. Thus, we combined all the genes' P-values to 
get a single P-value that is considered COVID-19's P-value 
using Tippett’s Method as follows: 
 𝑝𝑝𝑐𝑐 = 1 − (1 −𝑚𝑚𝑚𝑚𝑚𝑚( 𝑝𝑝1, 𝑝𝑝2, 𝑝𝑝3. . . 𝑝𝑝𝑖𝑖))𝑘𝑘 (2) 
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 Where min is the minimum function of 1 2 3, , ... nP P P P  as 
well as 1 2 3, , ... nP P P P  denote separate P-values and k is the 
total number of P-values of the genes of the dataset. 

3.4. Euclidean Distance and Disease Order 

In our investigation, we calculated the Euclidean 
distance between the P-value of COVID-19 and all the 
other individual diseases that were collected using the 
dysregulated genes. The distance is the absolute value 
difference of the P-values as follows: 
 𝐸𝐸𝑑𝑑 = |𝑋𝑋𝑐𝑐 − 𝑌𝑌𝑖𝑖| (3) 
 where cX  denotes the COVID-19’s P-value and    

1 2 3, , ...i iY Y Y Y Y=  denotes the certain P-value of the 
collected disease. After getting the Euclidean distance of 
all other collected diseases from COVID-19, we sorted the 
collected diseases in ascending order depending on the 
Euclidean distance. 

3.5. Clustering and Comorbidities Selection 

In the collected diseases we found that some diseases 
have the same P-value and as a result, the same Euclidean 
distance is found for those diseases. We clustered the 
disease based on the same Euclidean distance of the sorted 
diseases list from top to bottom maintaining the ascending 
order. Finally, we select the comorbidities of COVID-19 
from the top six clusters. 

3.6. Our Proposed Model as An Algorithm 

Algorithm: The algorithmic pseudocode to generate the 
workflows for identification of the comorbidities of 
COVID-19 as follows: 
Input: Microarray dataset with six samples where three 
samples from COVID-19 patients and another three 
samples from healthy people. 
Output: Related comorbidities of COVID-19. 
•  Assign patient’s samples to the Case and healthy 

people’s samples to the Control group in the GEO2R 
tool. 

•  Analyze the dataset using GEO2R by setting force 
normalization, precision weights, and the Benjamini 
& Hochberg algorithm. 

•  Preprocess the dataset after analyzing it by GEO2R. 
•  Identify up-regulated genes applying 

P-value 0.05&logFC 1.0≤ ≥ . 
•  Identify down-regulated genes applying

0 05 1 0P - value . &log FC .≤ ≤ . 
•  Enter the identified dysregulated (up-regulated and 

down-regulated) genes into the Gold Benchmark 
databases and gather a list of diseases. 

•  Calculate COVID-19’s P-value using Tippett’s 
method. 

•  Calculate Euclidean distance from COVID-19 to all 
other diseases on the list. 

•  Sort all diseases of the list based on the Euclidean 
distance in ascending order. 

•  Cluster all the diseases on the list based on the same 
Euclidean distance. 

•  Select correlated comorbidities from the top clusters. 

end    

The workflow steps of our proposed model are shown in 
Figure 1. 

4. Results and Discussion 

After analyzing, preprocessing, and filtering we got 
35,011 differentially expressed genes with P-value, 
adjusted P-value, and fold change value. Then we evicted 
1,421 up-regulated genes using a statistical threshold of 

0 05P value .− ≤  and absolute 2Log   fold change
1 0( LogFC ) .≥ . Also, we got 2,138 down-regulated genes 

using 0 05P value .− ≤  and 2Log  fold change
1 0( LogFC ) .≤ ; a total of 3,559 dysregulated genes were 

identified. To attain the result, we uploaded a total of 3,559 
dysregulated genes in the stated method and analysis 
section’s eleven Gold Benchmark databases of Enrichr [53] 
which is a web-based gene set enrichment analyzing tool, 
and got a total of 22,820 common and rare type diseases 
with P-value, adjusted P-value, gene symbol and many 
other attributes. Simultaneously we got the P-value of 
COVID-19 as 0.301041817 by combining the P-values of all 
35,011 genes from our filtered dataset using Tippett’s 
method. Next Euclidean distances among the P-value of 
COVID-19 and 22,820 diseases are enumerated 
individually and then the total of 22,820 diseases are 
rearranged in ascending order using the computed 
Euclidean distances. 

Table 1 shows the primary disease and its P-value, top 
collected diseases, P-values of the top collected diseases, 
and Euclidean distance from the primary disease to the top 
collected diseases from left to right. After sorting the 
collected disease, we got prominent ear, acute myelocytic 
leukemia, adducted thumb, cancer of urinary tract, 
increased appetite, malignant neoplasm of vulva, 
myelodysplastic syndrome with isolated del(5q), 
nonnuclear polymorphic congenital cataract, chromosome 
12 12p trisomy, chromosome 15q trisomy, chromosome 9 
monosomy 9p, body weight changes, abdominal aortic 
aneurysm, kidney neoplasm, diabetes mellitus, and other 
diseases from top of the total diseases. Many diseases have 
the same Euclidean distance from COVID-19 and diseases 
with similar Euclidean distances are retained in the same 
cluster. 

Table 2 represents cluster number, Euclidean distance 
between COVID-19 and the clusters or clusters’ disease, 
and the disease names in the clusters from left to right. 
Euclidean distance between cluster 1 and COVID-19 is 
0.000149032; in the same way, Euclidean distances are 
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0.0001505, 0.000168149, 0.000756942, 0.000798617 and 
0.000808946 among COVID-19 and second cluster, third 
cluster, fourth cluster, fifth cluster, and sixth cluster. 

We clustered the entire 22,820 diseases based on the 
same Euclidean distance and took the top six clusters. From 
Figure 2, we see that in cluster no. 1 there is only one 
disease prominent ear; in cluster 2, only acute myelocytic 
leukemia is present; cluster 3 contains ten diseases and they 
are adducted thumb, cancer of urinary tract, increased 
appetite, malignant neoplasm of vulva, myelodysplastic 
syndrome with isolated del(5q), nonnuclear polymorphic 
congenital cataract, chromosome 12 12p trisomy, 
chromosome 15q trisomy, chromosome 9 monosomy 9p 
and body weight changes. Again, cluster 4, cluster 5, and 
cluster 6 hold abdominal aortic aneurysm, kidney 
neoplasm, and diabetes mellitus. 

Finally, we selected comorbidity from our top six 
clusters. Figure 3 shows that acute myelocytic leukemia is 
selected as comorbidity from cluster 2, from cluster 3 
cancer of urinary tract and body weight changes are 
selected as comorbidity; abdominal aortic aneurysm, 
kidney neoplasm, and diabetes mellitus are selected from 
cluster 4, cluster 5, and cluster 6; only cluster 1 is not 
considered to select comorbidity as we have not found a 
relationship between COVID-19 and prominent ear in 
global research. 

We developed a computational and bioinformatics 
framework to identify the comorbidities of COVID-19 and 
our model is suitable to obtain the comorbidities of other 
diseases quickly. As far as we know there is no other such 
approach to ascertain comorbidities of diseases 
numerically; there are clinical tests, meta-analysis, and 
cross-checking tests to determine comorbidities but they 

are time-consuming and take much exertion. Acute 
myelocytic leukemia [54] — [57], cancer of urinary tract 
[58], [59], body weight changes [60] [61], abdominal aortic 
aneurysm [62] [63], kidney neoplasm [64] — [66], and 
diabetes mellitus [67] — [70] are the outcomes of our 
research where cancer of urinary tract and kidney 
neoplasm are related to bladder cancer [71], [72]. 
Moreover, bladder cancer is a post COVID-19 condition 
[59]. So, there is a chance of ensuing cancer of urinary tract 
and kidney neoplasm in COVID-19 recovered patients. 

 

Figure 1: Overview of our computational and bioinformatics experimental approach. 

 

 
Figure 2: Top six clusters and diseases in each cluster. The legends are 
cyan color bar for cluster 1 and pink color bar for cluster 2. Similarly, 
green color, yellow color, violet color, and orange color bars are for 
cluster 3, cluster 4, cluster 5, and cluster 6. Where PE= Prominent Ear, 
AML= Acute Myelocytic Leukemia, AT= Adducted Thumb, CUT= 
Cancer of Urinary Tract, IA= Increased Appetite, MNV= Malignant 
Neoplasm of Vulva, MSID= Myelodysplastic Syndrome with Isolated 
del(5q), NPCC= Nonnuclear Polymorphic Congenital Cataract, 
C12pT= Chromosome 12 12p Trisomy, C15pT= Chromosome 15q 
Trisomy, C9M9p= Chromosome 9 Monosomy 9p, BWC= Body Weight 
Changes, AAA= Abdominal Aortic Aneurysm, KN= Kidney Neoplasm 
and DM= Diabetes Mellitus. 
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Body weight changes (weight gain or weight loss) is also a 
post COVID-19 condition [60], [73] and excess weight gain 
or overweight causes obesity [74]. 

What we found in our outcomes is also the same in the 
published literature; thus, we validated our work.  

Clinical decision-making and outcomes are 
significantly affected by comorbidities, which influence 
treatment strategies and patient management. Research 
indicates that comorbid conditions complicate the 
treatment landscape by influencing drug interactions, 
therapeutic efficacy, and patient compliance [75]. 
Additionally, comorbidity can complicate the prognosis of 
primary illnesses, increasing healthcare expenditures [76]. 
Early detection of comorbidities enables healthcare 
providers to implement preventive measures and targeted 
interventions to arrest disease progression and improve 
patient health [77]. It is also essential to assess and optimize 
patients with comorbidities before surgery to reduce 
complications during surgery [78]. Therefore, it is 
imperative to identify accurate comorbidities early in 
clinical practice to optimize treatment strategies, improve 
patient management, and improve health outcomes. 
Comorbidities that are the result of our work are shown in 
Figure 4. 

Table 2: Disease in each cluster and Euclidean distance from COVID-19 
to clusters or clusters’ disease 

No. 
Euclidean 
distance 

Diseases in the cluster 

Cluster 1 0.000149032 Prominent Ear 
Cluster 2 0.0001505 Acute Myelocytic Leukemia 

Cluster 3 0.000168149 

Adducted Thumb 
Cancer of Urinary Tract 
Increased Appetite 
Malignant Neoplasm of 
Vulva 
Myelodysplastic Syndrome 
with Isolated del(5q) 
Nonnuclear Polymorphic 
Congenital Cataract 
Chromosome 12 12p Trisomy 
Chromosome 15q Trisomy 
Chromosome 9 Monosomy 
9p 
Body Weight Changes 

Cluster 4 0.000756942 Abdominal Aortic Aneurysm 
Cluster 5 0.000798617 Kidney Neoplasm 
Cluster 6 0.000808946 Diabetes Mellitus 

Table 1: Summary of results along with the P-value of COVID-19, top collected disease, their P-values 
and Euclidean distance between COVID-19 and the top collected disease 

Primary Disease 
P-value of 
COVID-19 

Top Collected Disease 
Collected Disease’s 

P-value 
Euclidean 
Distance 

COVID-19 0.301041817 

Prominent Ear 0.300892784 0.000149032 
Acute Myelocytic Leukemia 0.301192317 0.0001505 
Adducted Thumb 0.301209965 0.000168149 
Cancer of Urinary Tract 0.301209965 0.000168149 
Increased Appetite 0.301209965 0.000168149 
Malignant Neoplasm of 
Vulva 

0.301209965 0.000168149 

Myelodysplastic Syndrome 
with Isolated del(5q) 

0.301209965 0.000168149 

Nonnuclear Polymorphic 
Congenital Cataract 

0.301209965 0.000168149 

Chromosome 12 12p 
Trisomy 

0.301209965 0.000168149 

Chromosome 15q Trisomy 0.301209965 0.000168149 
Chromosome 9 Monosomy 
9p 

0.301209965 0.000168149 

Body Weight Changes 0.301209965 0.000168149 
Abdominal Aortic 
Aneurysm 

0.300284875 0.000756942 

Kidney Neoplasm 0.3002432 0.000798617 
Diabetes Mellitus 0.301850763 0.000808946 
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5. Conclusion 

COVID-19’s comorbidities increase the disease severity 
and mortality as well as influence organ damage of the 
patients; often the patients die due to their main 
comorbidities. Because of that, it is exigent for medical 
practitioners to find out the comorbidities of diseases, and 
in our study, we developed a pipeline that can detect 
comorbidities of COVID-19 from genetic datasets in a 
computational and bioinformatics way. We identified 𝐷𝐷𝐷𝐷𝐷𝐷 
and diseases related to the 𝐷𝐷𝐷𝐷𝐷𝐷 using the bioinformatics 
approach as well as detected risk factor diseases linked 
with COVID-19 as comorbidities from the gathered 
diseases in a systematic computational way.  

In this research, one of the main challenges for us is to 
find the accurate P-value of COVID-19. We observed that 
the more accurate COVID-19’s P-value gives the more 
accurate comorbidities as a result. In the future, we will 
apply other alternative methods to derive the exact P-
value of COVID-19. We suggest that our developed 
approach will assist in the diagnosis of comorbidities of 
other diseases early if the genetic dataset is available and 
thus this model will help healthcare systems to reduce the 
comorbidity diagnosis cost of a disease. 
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